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Introduction

The emphasis in this course is on problems—doing calcula-
tions and story problems. To master problem solving one
needs a tremendous amount of practice doing problems.
The more problems you do the better you will be at doing
them, as patterns will start to emerge in both the prob-
lems and in successful approaches to them. You will learn
fastest and best if you devote some time to doing problems
every day.



Typically the most difficult problems are story prob-
lems, since they require some effort before you can begin
calculating. Here are some pointers for doing story prob-

lems:

1.

Carefully read each problem twice before writing
anything.

. Assign letters to quantities that are described only

in words; draw a diagram if appropriate.

. Decide which letters are constants and which are

variables. A letter stands for a constant if its value
remains the same throughout the problem.

. Using mathematical notation, write down what

you know and then write down what you want to
find.

. Decide what category of problem it is (this might

be obvious if the problem comes at the end of a
particular chapter, but will not necessarily be so
obvious if it comes on an exam covering several
chapters).

. Double check each step as you go along; don’t wait

until the end to check your work.

. Use common sense; if an answer is out of the range

of practical possibilities, then check your work to
see where you went wrong.



Suggestions for Using This Text

1. Read the example problems carefully, filling in any
steps that are left out (ask someone for help if you
can’t follow the solution to a worked example).

2. Later use the worked examples to study by cover-
ing the solutions, and seeing if you can solve the
problems on your own.

3. Most exercises have answers in Appendix A; the
availability of an answer is marked by “=" at the
end of the exercise. In the pdf version of the full
text, clicking on the arrow will take you to the an-
swer. The answers should be used only as a final
check on your work, not as a crutch. Keep in mind
that sometimes an answer could be expressed in
various ways that are algebraically equivalent, so
don’t assume that your answer is wrong just be-
cause it doesn’t have exactly the same form as the
answer in the back.

4. A few figures in the book are marked with “(AP)”
at the end of the caption. Clicking on this should
open a related interactive applet or Sage work-
sheet in your web browser. Occasionally another
link will do the same thing, like this example.
(Note to users of a printed text: the words “this
example” in the pdf file are blue, and are a link
to a Sage worksheet.)


http://www.sagenb.org/home/pub/2274
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Analytic Geometry

Much of the mathematics in this chapter will be review
for you. However, the examples will be oriented toward
applications and so will take some thought.

In the (z,y) coordinate system we normally write the
x-axis horizontally, with positive numbers to the right of
the origin, and the y-axis vertically, with positive numbers
above the origin. That is, unless stated otherwise, we take
“rightward” to be the positive z-direction and “upward”



to be the positive y-direction. In a purely mathematical
situation, we normally choose the same scale for the z-
and y-axes. For example, the line joining the origin to the
point (a, a) makes an angle of 45° with the z-axis (and also
with the y-axis).

In applications, often letters other than x and y are
used, and often different scales are chosen in the horizontal
and vertical directions. For example, suppose you drop
something from a window, and you want to study how its
height above the ground changes from second to second. It
is natural to let the letter ¢ denote the time (the number of
seconds since the object was released) and to let the letter h
denote the height. For each ¢ (say, at one-second intervals)
you have a corresponding height h. This information can
be tabulated, and then plotted on the (¢,h) coordinate
plane, as shown in figure 1.1.

We use the word “quadrant” for each of the four re-
gions into which the plane is divided by the axes: the first
quadrant is where points have both coordinates positive,
or the “northeast” portion of the plot, and the second,
third, and fourth quadrants are counted off counterclock-
wise, so the second quadrant is the northwest, the third is
the southwest, and the fourth is the southeast.

Suppose we have two points A and B in the (z,y)-
plane. We often want to know the change in z-coordinate
(also called the “horizontal distance”) in going from A to
B. This is often written Az, where the meaning of A (a
capital delta in the Greek alphabet) is “change in”. (Thus,
Ax can be read as “change in z” although it usually is



read as “delta x”. The point is that Az denotes a single
number, and should not be interpreted as “delta times 2”.)
For example, if A = (2,1) and B = (3,3), Az =3—-2=1.
Similarly, the “change in y” is written Ay. In our example,
Ay = 3 — 1 = 2, the difference between the y-coordinates
of the two points. It is the vertical distance you have to
move in going from A to B. The general formulas for the
change in = and the change in y between a point (z1,y1)
and a point (z2,y2) are:

Ax = x9 — 21, Ay =12 —y1.



Note that either or both of these might be negative.

1.1 LINES

If we have two points A(x1,y1) and B(xe,ys), then we can
draw one and only one line through both points. By the
slope of this line we mean the ratio of Ay to Az. The slope
is often denoted m: m = Ay/Axz = (y2 — y1)/(x2 — x1).
For example, the line joining the points (1,—2) and (3,5)
has slope (5+2)/(3—1) =7/2.

EXAMPLE 1.1 According to the 1990 U.S. federal in-
come tax schedules, a head of household paid 15% on tax-
able income up to $26050. If taxable income was between
$26050 and $134930, then, in addition, 28% was to be paid
on the amount between $26050 and $67200, and 33% paid
on the amount over $67200 (if any). Interpret the tax
bracket information (15%, 28%, or 33%) using mathemat-
ical terminology, and graph the tax on the y-axis against
the taxable income on the z-axis.

The percentages, when converted to decimal values
0.15, 0.28, and 0.33, are the slopes of the straight lines
which form the graph of the tax for the corresponding tax
brackets. The tax graph is what’s called a polygonal line,
i.e., it’s made up of several straight line segments of dif-
ferent slopes. The first line starts at the point (0,0) and
heads upward with slope 0.15 (i.e., it goes upward 15 for
every increase of 100 in the z-direction), until it reaches
the point above z = 26050. Then the graph “bends up-



ward,” i.e., the slope changes to 0.28. As the horizontal
coordinate goes from x = 26050 to x = 67200, the line goes
upward 28 for each 100 in the z-direction. At x = 67200
the line turns upward again and continues with slope 0.33.
See figure 1.2. O
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Figure 1.2 Tax vs. income.

The most familiar form of the equation of a straight
line is: y = ma + b. Here m is the slope of the line: if you
increase x by 1, the equation tells you that you have to
increase y by m. If you increase x by Az, then y increases
by Ay = mAxz. The number b is called the y-intercept,
because it is where the line crosses the y-axis. If you know
two points on a line, the formula m = (y2 — y1)/(z2 —
x1) gives you the slope. Once you know a point and the



slope, then the y-intercept can be found by substituting the
coordinates of either point in the equation: y; = mxy + b,
i.e., b =y — mx;. Alternatively, one can use the “point-
slope” form of the equation of a straight line: start with
(y—vy1)/(z —x1) = m and then multiply to get (y —y1) =
m(xz — x1), the point-slope form. Of course, this may be
further manipulated to get y = ma — may + y1, which is
essentially the “max + b” form.

It is possible to find the equation of a line between
two points directly from the relation (y — y1)/(z — x1) =
(y2—y1)/(z2—x1), which says “the slope measured between
the point (z1, 1) and the point (z2,ys2) is the same as the
slope measured between the point (z1,y;) and any other
point (z,y) on the line.” For example, if we want to find
the equation of the line joining our earlier points A(2,1)
and B(3,3), we can use this formula:

y—1 3-1
rx—2 3-2

2, so that y—1=2(z-2), ie.

Of course, this is really just the point-slope formula, except
that we are not computing m in a separate step.

The slope m of a line in the form y = ma + b tells us
the direction in which the line is pointing. If m is positive,
the line goes into the 1st quadrant as you go from left to
right. If m is large and positive, it has a steep incline,
while if m is small and positive, then the line has a small
angle of inclination. If m is negative, the line goes into the
4th quadrant as you go from left to right. If m is a large
negative number (large in absolute value), then the line



points steeply downward; while if m is negative but near
zero, then it points only a little downward. These four pos-
sibilities are illustrated in figure ‘fig:graphs+of+lines’.

4 4 \
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Figure 1.3 Lines with slopes 3, 0.1, —4, and —0.1.

If m = 0, then the line is horizontal: its equation is
simply y = b.

There is one type of line that cannot be written in the
form y = mx 4 b, namely, vertical lines. A vertical line has
an equation of the form x = a. Sometimes one says that a
vertical line has an “infinite” slope.

Sometimes it is useful to find the z-intercept of a line
y = mz + b. This is the z-value when y = 0. Setting
mx + b equal to 0 and solving for z gives: = —b/m. For
example, the line y = 22 — 3 through the points A(2,1)
and B(3,3) has z-intercept 3/2.

EXAMPLE 1.2 Suppose that you are driving to Seat-
tle at constant speed, and notice that after you have been
traveling for 1 hour (i.e., ¢ = 1), you pass a sign say-



ing it is 110 miles to Seattle, and after driving another
half-hour you pass a sign saying it is 85 miles to Seattle.
Using the horizontal axis for the time ¢ and the vertical
axis for the distance y from Seattle, graph and find the
equation y = mt + b for your distance from Seattle. Find
the slope, y-intercept, and t-intercept, and describe the
practical meaning of each.

The graph of y versus t is a straight line because you
are traveling at constant speed. The line passes through
the two points (1,110) and (1.5,85), so its slope is m =
(85 — 110)/(1.5 — 1) = —50. The meaning of the slope is
that you are traveling at 50 mph; m is negative because
you are traveling toward Seattle, i.e., your distance y is
decreasing. The word “velocity” is often used for m = —50,
when we want to indicate direction, while the word “speed”
refers to the magnitude (absolute value) of velocity, which
is 50 mph. To find the equation of the line, we use the
point-slope formula:

—11
yt — 10 — 50, sothat y=—50(t—1)+110 = —50

The meaning of the y-intercept 160 is that when ¢t = 0
(when you started the trip) you were 160 miles from Seat-
tle. To find the t-intercept, set 0 = —50t + 160, so that
t = 160/50 = 3.2. The meaning of the ¢-intercept is the
duration of your trip, from the start until you arrive in
Seattle. After traveling 3 hours and 12 minutes, your dis-
tance y from Seattle will be 0. O



FExercises 1.1.

1.

10.

11.

Find the equation of the line through (1,1) and (-5, —3)
in the form y = mz +b. =

Find the equation of the line through (—1,2) with slope
—2 in the form y = mz + b. =

. Find the equation of the line through (—1,1) and (5, —3)

in the form y = mx +b. =

. Change the equation y — 2x = 2 to the form y = mz + b,

graph the line, and find the y-intercept and z-intercept.
=
Change the equation = +y = 6 to the form y = ma + b,

graph the line, and find the y-intercept and z-intercept.
=

. Change the equation z = 2y — 1 to the form y = mz + b,

graph the line, and find the y-intercept and z-intercept.
=

. Change the equation 3 = 2y to the form y = mz+b, graph

the line, and find the y-intercept and z-intercept. =

. Change the equation 2x+3y+6 = 0 to the form y = mx+b,

graph the line, and find the y-intercept and z-intercept.
=

Determine whether the lines 3z + 6y =7 and 2z + 4y =5
are parallel. =

Suppose a triangle in the x,y—plane has vertices (—1,0),
(1,0) and (0,2). Find the equations of the three lines that
lie along the sides of the triangle in y = max + b form. =
Suppose that you are driving to Seattle at constant speed.
After you have been traveling for an hour you pass a sign
saying it is 130 miles to Seattle, and after driving another



12.

13.

14.

15.

20 minutes you pass a sign saying it is 105 miles to Seattle.
Using the horizontal axis for the time ¢ and the vertical
axis for the distance y from your starting point, graph and
find the equation y = mt + b for your distance from your
starting point. How long does the trip to Seattle take? =

Let x stand for temperature in degrees Celsius (centi-
grade), and let y stand for temperature in degrees Fahren-
heit. A temperature of 0°C corresponds to 32°F, and
a temperature of 100°C corresponds to 212°F. Find the
equation of the line that relates temperature Fahrenheit y
to temperature Celsius = in the form y = max + b. Graph
the line, and find the point at which this line intersects
y = x. What is the practical meaning of this point? =

A car rental firm has the following charges for a certain
type of car: $25 per day with 100 free miles included, $0.15
per mile for more than 100 miles. Suppose you want to
rent a car for one day, and you know you’ll use it for more
than 100 miles. What is the equation relating the cost y
to the number of miles z that you drive the car? =

A photocopy store advertises the following prices: 5¢ per
copy for the first 20 copies, 4¢ per copy for the 21st through
100th copy, and 3¢ per copy after the 100th copy. Let z
be the number of copies, and let y be the total cost of
photocopying. (a) Graph the cost as = goes from 0 to 200
copies. (b) Find the equation in the form y = mx + b that
tells you the cost of making = copies when x is more than
100. =

In the Kingdom of Xyg the tax system works as follows.
Someone who earns less than 100 gold coins per month
pays no tax. Someone who earns between 100 and 1000
gold coins pays tax equal to 10% of the amount over 100



16.

gold coins that he or she earns. Someone who earns over
1000 gold coins must hand over to the King all of the
money earned over 1000 in addition to the tax on the first
1000. (a) Draw a graph of the tax paid y versus the money
earned x, and give formulas for y in terms of = in each of
the regions 0 < z < 100, 100 < z < 1000, and = > 1000.
(b) Suppose that the King of Xyg decides to use the second
of these line segments (for 100 < z < 1000) for < 100 as
well. Explain in practical terms what the King is doing,
and what the meaning is of the y-intercept. =

The tax for a single taxpayer is described in the figure 1.4.
Use this information to graph tax versus taxable income
(i-e.,  is the amount on Form 1040, line 37, and y is the
amount on Form 1040, line 38). Find the slope and y-
intercept of each line that makes up the polygonal graph,
up to x = 97620. =

1990 Tax Rate Schedules

Schedule X—Use if your filbghedule Z—Use if your f

Single Head of ho
If the amount Enter on If thé dmount Enter on
on Form 1040 But notForm 1040 on Roromnit)40 But notForm 1040
line 37 is over:over: line 38 lineo8@ris over:over: line 38
$0$19,450 15% $0 $0%$26,050

19,450 47,050 $2,917.504+28% 19,486,050 67,200 $3,907.50+
47,050 97,620$10,645.504+33% 47,060,200 134,930$15,429.50+

Use Worksheget Use Workshe

97,620............ below to figure 134,930............ below to figur
your tax your tax

Figure 1.4 Tax Schedule.



17. Market research tells you that if you set the price of an
item at $1.50, you will be able to sell 5000 items; and for
every 10 cents you lower the price below $1.50 you will
be able to sell another 1000 items. Let x be the number
of items you can sell, and let P be the price of an item.
(a) Express P linearly in terms of z, in other words, ex-
press P in the form P = mxz +b. (b) Express x linearly in
terms of P. =

18. An instructor gives a 100-point final exam, and decides
that a score 90 or above will be a grade of 4.0, a score of
40 or below will be a grade of 0.0, and between 40 and 90
the grading will be linear. Let x be the exam score, and
let y be the corresponding grade. Find a formula of the
form y = mx + b which applies to scores x between 40 and
90. =

1.2 DISTANCE BETWEEN TwO0O POINTS

Given two points (x1,y1) and (z2,y2), recall that their
horizontal distance from one another is Az = x5 — 1 and
their vertical distance from one another is Ay = yo — y1.
(Actually, the word “distance” normally denotes “positive
distance”. Ax and Ay are signed distances, but this is
clear from context.) The actual (positive) distance from
one point to the other is the length of the hypotenuse of
a right triangle with legs |Az| and |Ayl, as shown in fig-
ure 1.5. The Pythagorean theorem then says that the dis-
tance between the two points is the square root of the sum
of the squares of the horizontal and vertical sides:

distance = v/ (Ax)2 + (Ay)2 = /(o — 21)2 + (yo — y1)2.



For example, the distance between points A(2,1) and B(3,3

is \/(3—2)24- (3—1)2=+/5.
As a special case of the distance formula, suppose we
want to know the distance of a point (z,y) to the origin.

According to the distance formula, thisis y/(z — 0)2 + (y —

v x? +y2.

A point (z,y) is at a distance r from the origin if and
only if /22 + y2 = r, or, if we square both sides: 22 +y? =
r2. This is the equation of the circle of radius 7 centered at
the origin. The special case r = 1 is called the unit circle;
its equation is 22 4 y? = 1.

Similarly, if C(h,k) is any fixed point, then a point
(z,y) is at a distance r from the point C if and only if
V(@ —h)2+ (y—k)2 =r,ie., if and only if

(x—h)2+(y— k)2 =12

This is the equation of the circle of radius r centered at the
point (h, k). For example, the circle of radius 5 centered




at the point (0, —6) has equation (z—0)*+ (y——6)* = 25,
or 22 + (y + 6)? = 25. If we expand this we get 22 + y? +
12y + 36 = 25 or 2% + y? + 12y + 11 = 0, but the original
form is usually more useful.

EXAMPLE 1.3 Graph the circle 22 —2z+y?+4y—11 =
0. With a little thought we convert this to (x —1)2 + (y +
2)2—-16=0or (z—1)%>+ (y+2)? = 16. Now we see that
this is the circle with radius 4 and center (1, —2), which is
easy to graph. O

FEzxercises 1.2.

1. Find the equation of the circle of radius 3 centered at:

a) (0,0) d) (0,3)
b) (5,6) e) (0,-3)
c) (—5,—6) f) (3,0)
=

2. For each pair of points A(z1,y1) and B(z2,y2) find (i) Az
and Ay in going from A to B, (ii) the slope of the line
joining A and B, (iii) the equation of the line joining A
and B in the form y = mz +b, (iv) the distance from A to
B, and (v) an equation of the circle with center at A that
goes through B.

a) A(2,0), B(4,3) d) A(-2,3), B(4,3)
b) A(1,-1), B(0,2) e) A(—3,-2), B(0,0)
c) A(0,0), B(—2,-2) £) A(0.01,—0.01), B(—0.0

=



Graph the circle z? 4+ y? 4+ 10y = 0.
Graph the circle z° — 10z + y* = 24.
Graph the circle 22 — 6z 4+ y? — 8y = 0.

S Tk o®

Find the standard equation of the circle passing through
(=2,1) and tangent to the line 3z — 2y = 6 at the point
(4,3). Sketch. (Hint: The line through the center of the
circle and the point of tangency is perpendicular to the
tangent line.) =

1.3 FUNCTIONS

A function y = f(z) is a rule for determining y when we’re
given a value of z. For example, the rule y = f(z) = 22 +1
is a function. Any line y = mx + b is called a linear
function. The graph of a function looks like a curve above
(or below) the x-axis, where for any value of z the rule
y = f(x) tells us how far to go above (or below) the x-axis
to reach the curve.

Functions can be defined in various ways: by an alge-
braic formula or several algebraic formulas, by a graph, or
by an experimentally determined table of values. (In the
latter case, the table gives a bunch of points in the plane,
which we might then interpolate with a smooth curve, if
that makes sense.)

Given a value of z, a function must give at most one
value of y. Thus, vertical lines are not functions. For
example, the line x = 1 has infinitely many values of y
if x = 1. It is also true that if x is any number not 1



there is no y which corresponds to x, but that is not a
problem—only multiple y values is a problem.

In addition to lines, another familiar example of a func-
tion is the parabola y = f(x) = x2. We can draw the graph
of this function by taking various values of x (say, at reg-
ular intervals) and plotting the points (z, f(z)) = (x, z?).
Then connect the points with a smooth curve. (See fig-
ure 1.6.)

The two examples y = f(z) =2z 4+ 1 and y = f(x) =
22 are both functions which can be evaluated at any value
of x from negative infinity to positive infinity. For many
functions, however, it only makes sense to take x in some
interval or outside of some “forbidden” region. The in-
terval of x-values at which we’re allowed to evaluate the
function is called the domain of the function.

y = f(z) =2 y=f(z)=vz

Figure 1.6 Some graphs.



For example, the square-root function y = f(x) =/
is the rule which says, given an x-value, take the nonnega-
tive number whose square is . This rule only makes sense
if & is positive or zero. We say that the domain of this
function is & > 0, or more formally {z € R | = > 0}.
Alternately, we can use interval notation, and write that
the domain is [0,00). (In interval notation, square brack-
ets mean that the endpoint is included, and a parenthesis
means that the endpoint is not included.) The fact that
the domain of y = \/z is [0,00) means that in the graph
of this function ((see figure 1.6) we have points (x,y) only
above z-values on the right side of the z-axis.

Another example of a function whose domain is not the
entire z-axis is: y = f(x) = 1/z, the reciprocal function.
We cannot substitute x = 0 in this formula. The function
makes sense, however, for any nonzero z, so we take the
domain to be: {x € R |z # 0}. The graph of this function
does not have any point (z,y) with = 0. As x gets close
to 0 from either side, the graph goes off toward infinity.
We call the vertical line z = 0 an asymptote.

To summarize, two reasons why certain z-values are
excluded from the domain of a function are that (i) we
cannot divide by zero, and (ii) we cannot take the square
root of a negative number. We will encounter some other
ways in which functions might be undefined later.

Another reason why the domain of a function might be
restricted is that in a given situation the z-values outside of
some range might have no practical meaning. For example,
if y is the area of a square of side x, then we can write



y = f(z) = z?. In a purely mathematical context the
domain of the function y = x2 is all of R. But in the story-
problem context of finding areas of squares, we restrict
the domain to positive values of =, because a square with
negative or zero side makes no sense.

In a problem in pure mathematics, we usually take the
domain to be all values of x at which the formulas can be
evaluated. But in a story problem there might be further
restrictions on the domain because only certain values of
x are of interest or make practical sense.

In a story problem, often letters different from x and
y are used. For example, the volume V of a sphere is a
function of the radius r, given by the formula V = f(r) =
4famr3. Also, letters different from f may be used. For
example, if y is the velocity of something at time ¢, we may
write y = v(t) with the letter v (instead of f) standing for
the velocity function (and ¢ playing the role of z).

The letter playing the role of x is called the indepen-
dent variable, and the letter playing the role of y is called
the dependent variable (because its value “depends on”
the value of the independent variable). In story problems,
when one has to translate from English into mathematics,
a crucial step is to determine what letters stand for vari-
ables. If only words and no letters are given, then we have
to decide which letters to use. Some letters are traditional.
For example, almost always, ¢ stands for time.

EXAMPLE 1.4 An open-top box is made from an a x b
rectangular piece of cardboard by cutting out a square of



side = from each of the four corners, and then folding the
sides up and sealing them with duct tape. Find a formula
for the volume V of the box as a function of x, and find
the domain of this function.

The box we get will have height x and rectangular base
of dimensions a — 2z by b — 2z. Thus,

V = f(z) = z(a — 22)(b — 2x).

Here a and b are constants, and V is the variable that
depends on z, i.e., V is playing the role of y.

This formula makes mathematical sense for any x, but
in the story problem the domain is much less. In the first
place,  must be positive. In the second place, it must
be less than half the length of either of the sides of the
cardboard. Thus, the domain is

1
{reR|0<z< g(minimum of a and b)}.

In interval notation we write: the domain is the interval
(0, min(a, b)/2). (You might think about whether we could
allow 0 or (minimum of ¢ and b) to be in the domain.
They make a certain physical sense, though we normally
would not call the result a box. If we were to allow these
values, what would the corresponding volumes be? Does
that make sense?) |

EXAMPLE 1.5 Circle of radius r centered at the
origin  The equation for this circle is usually given in
the form 22 + 32 = r2. To write the equation in the form



y = f(x) we solve for y, obtaining y = £v72 — 22. But
this is not a function, because when we substitute a value
in (—r,r) for « there are two corresponding values of y.
To get a function, we must choose one of the two signs in
front of the square root. If we choose the positive sign, for
example, we get the upper semicircle y = f(z) = vr? — a2
(see figure ‘fig:upper+semicircle’). The domain of this
function is the interval [—r, r], i.e.,  must be between —r
and r (including the endpoints). If x is outside of that
interval, then r? — 2 is negative, and we cannot take the
square root. In terms of the graph, this just means that
there are no points on the curve whose z-coordinate is
greater than r or less than —r. O

Figure 1.7 Upper semicircle y = /r? — x2



EXAMPLE 1.6 Find the domain of

— fla) = ——

y=1@)= e

To answer this question, we must rule out the x-values
that make 4z — 22 negative (because we cannot take the
square root of a negative number) and also the x-values
that make 4x — 22 zero (because if 4z — 2% = 0, then when
we take the square root we get 0, and we cannot divide by
0). In other words, the domain consists of all = for which
4x — 22 is strictly positive. We give two different methods
to find out when 4z — 22 > 0.

First method. Factor 4x —x? as 2(4—z). The product
of two numbers is positive when either both are positive
or both are negative, i.e., if either z > 0 and 4 — z > 0,
or else x < 0 and 4 — 2 < 0. The latter alternative is
impossible, since if x is negative, then 4 — z is greater than
4, and so cannot be negative. As for the first alternative,
the condition 4 —x > 0 can be rewritten (adding = to both
sides) as 4 > x, so we need: = > 0 and 4 > x (this is some-
times combined in the form 4 > z > 0, or, equivalently,
0 < z < 4). In interval notation, this says that the domain
is the interval (0,4).

Second method. Write 4z — x? as —(2? — 4x), and

then complete the square, obtaining —((x —2)% - 4) =

4 — (z — 2)%. For this to be positive we need (z —2)? < 4,
which means that x — 2 must be less than 2 and greater
than —2: —2 < z — 2 < 2. Adding 2 to everything gives



0 < x < 4. Both of these methods are equally correct; you
may use either in a problem of this type. O

A function does not always have to be given by a sin-
gle formula, as we have already seen (in the income tax
problem, for example). Suppose that y = v(t) is the ve-
locity function for a car which starts out from rest (zero
velocity) at time ¢ = 0; then increases its speed steadily
to 20 m/sec, taking 10 seconds to do this; then travels at
constant speed 20 m/sec for 15 seconds; and finally applies
the brakes to decrease speed steadily to 0, taking 5 seconds
to do this. The formula for y = v(t) is different in each of
the three time intervals: first y = 2z, then y = 20, then
y = —4x + 120. The graph of this function is shown in
figure ‘fig:piecewise+velocity’.

1 1
10 25

Figure 1.8 A velocity function.



Not all functions are given by formulas at all. A func-
tion can be given by an experimentally determined table
of values, or by a description other than a formula. For
example, the population y of the U.S. is a function of the
time ¢: we can write y = f(t). This is a perfectly good
function—we could graph it (up to the present) if we had
data for various t—but we can’t find an algebraic formula
for it.

FExercises 1.3.

Find the domain of each of the following functions:
1. y=f(z) =V22 -3 =

2. y=flx)=1/(z+1) =

3. y=flz)=1/(z"-1) =

4. y=f(z)=V-1/z >

5. y=f(x) = Vo =

6. y=f(x)=Vzr=>

7. y = f(x) = /12— (x — h)? , where r and h are positive

constants. =

8. y=flz)=v1-(1/z) =

9. y=fz)=1/V1-(32)2 =
10. y=f(z)=vVz+1/(x-1) =
1. y=fx)=1/(Vz-1) =
12. Find the domain of h(z) = {émQ = 9)/(z=3) :rf;éi 3

=



13.

14.

15.

16.

Suppose f(z) = 3z—9 and g(x) = /. What is the domain
of the composition (g o f)(z)? (Recall that composition
is defined as (go f)(z) = g(f(z)).) What is the domain of
(fog)(x)? =

A farmer wants to build a fence along a river. He has
500 feet of fencing and wants to enclose a rectangular pen
on three sides (with the river providing the fourth side).
If x is the length of the side perpendicular to the river,
determine the area of the pen as a function of x. What is
the domain of this function? =

A can in the shape of a cylinder is to be made with a
total of 100 square centimeters of material in the side, top,
and bottom; the manufacturer wants the can to hold the
maximum possible volume. Write the volume as a function
of the radius r of the can; find the domain of the function.
=

A can in the shape of a cylinder is to be made to hold a
volume of one liter (1000 cubic centimeters). The man-
ufacturer wants to use the least possible material for the
can. Write the surface area of the can (total of the top,
bottom, and side) as a function of the radius r of the can;
find the domain of the function. =

1.4 SHIFTS AND DILATIONS

Many functions in applications are built up from simple
functions by inserting constants in various places. It is
important to understand the effect such constants have on
the appearance of the graph.

Horizontal shifts. If we replace x by x — C' everywhere it
occurs in the formaula for f(r) then the aranh shifts over



C to the right. (If C is negative, then this means that
the graph shifts over |C| to the left.) For example, the
graph of y = (x — 2)? is the x%-parabola shifted over to
have its vertex at the point 2 on the z-axis. The graph of
y = (x+1)? is the same parabola shifted over to the left so
as to have its vertex at —1 on the z-axis. Note well: when
replacing x by x — C' we must pay attention to meaning,
not merely appearance. Starting with y = 22 and literally
replacing x by x — 2 gives y = x — 22. Thisisy =z —4, a
line with slope 1, not a shifted parabola.

Vertical shifts. If we replace y by y — D, then the graph
moves up D wunits. (If D is negative, then this means that
the graph moves down |D| units.) If the formula is written
in the form y = f(z) and if y is replaced by y — D to get
y — D = f(z), we can equivalently move D to the other
side of the equation and write y = f(z) + D. Thus, this
principle can be stated: to get the graph of y = f(z) + D,
take the graph of y = f(x) and move it D units up. For
example, the function y = 22 — 42 = (x — 2)? — 4 can
be obtained from y = (x — 2)? (see the last paragraph)
by moving the graph 4 units down. The result is the z2-
parabola shifted 2 units to the right and 4 units down so
as to have its vertex at the point (2, —4).

Warning. Do not confuse f(z) + D and f(z + D). For
example, if f(x) is the function z2, then f(z) + 2 is the
function x? + 2, while f(z + 2) is the function (z + 2)? =
2?2 + 4z + 4.



EXAMPLE 1.7 Circles An important example of
the above two principles starts with the circle 22 + 3% =
r2. This is the circle of radius r centered at the origin.

(As we saw, this is not a single function y = f(x), but

rather two functions y = 4+v/r2 — 22 put together; in any
case, the two shifting principles apply to equations like this
one that are not in the form y = f(z).) If we replace z
by z — C and replace y by y — D—getting the equation
(r — C)? + (y — D)? = r2—the effect on the circle is to
move it C' to the right and D up, thereby obtaining the
circle of radius r centered at the point (C, D). This tells
us how to write the equation of any circle, not necessarily
centered at the origin. O

We will later want to use two more principles concern-
ing the effects of constants on the appearance of the graph
of a function.

Horizontal dilation. If x is replaced by x/A in a formula
and A > 1, then the effect on the graph is to expand it by
a factor of A in the x-direction (away from the y-axis). If
A is between 0 and 1 then the effect on the graph is to
contract by a factor of 1/A (towards the y-axis). We use
the word “dilate” to mean expand or contract.

For example, replacing « by /0.5 = 2/(1/2) = 2x has
the effect of contracting toward the y-axis by a factor of 2.
If A is negative, we dilate by a factor of |A| and then flip
about the y-axis. Thus, replacing x by —x has the effect
of taking the mirror image of the graph with respect to
the y-axis. For example, the function y = v/—z, which has



domain {z € R | < 0}, is obtained by taking the graph
of v/z and flipping it around the y-axis into the second
quadrant.

Vertical dilation. If y is replaced by y/B in a formula
and B > 0, then the effect on the graph is to dilate it by
a factor of B in the vertical direction. As before, this is
an expansion or contraction depending on whether B is
larger or smaller than one. Note that if we have a function
y = f(z), replacing y by y/B is equivalent to multiplying
the function on the right by B: y = Bf(x). The effect on
the graph is to expand the picture away from the z-axis
by a factor of B if B > 1, to contract it toward the z-axis
by a factor of 1/B if 0 < B < 1, and to dilate by |B| and
then flip about the z-axis if B is negative.

EXAMPLE 1.8 Ellipses A basic example of the
two expansion principles is given by an ellipse of semi-
major axis a and semiminor axis b. We get such an
ellipse by starting with the unit circle—the circle of ra-
dius 1 centered at the origin, the equation of which is
22 + y2 = 1—and dilating by a factor of a horizontally
and by a factor of b vertically. To get the equation of the
resulting ellipse, which crosses the z-axis at +a and crosses
the y-axis at £b, we replace x by x/a and y by y/b in the
equation for the unit circle. This gives

OO 8 2



Finally, if we want to analyze a function that involves
both shifts and dilations, it is usually simplest to work with
the dilations first, and then the shifts. For instance, if we
want to dilate a function by a factor of A in the z-direction
and then shift C' to the right, we do this by replacing «
first by /A and then by (x — C) in the formula. As an
example, suppose that, after dilating our unit circle by a
in the z-direction and by b in the y-direction to get the
ellipse in the last paragraph, we then wanted to shift it a
distance h to the right and a distance k& upward, so as to
be centered at the point (h, k). The new ellipse would have

equation
2 2
() (5) =
a b

Note well that this is different than first doing shifts by h
and k and then dilations by a and b:

(G- (-

See figure ‘fig:ellipses’.

Exercises 1..

Starting with the graph of y = v/x, the graph of y = 1/z, and
the graph of y = /1 — 22 (the upper unit semicircle), sketch
the graph of each of the following functions:

1. f(z)=Vz -2 2. fl&)=—-1-1/(z+2)
3. fl&)=4+Vz+2 4. y=f(z)==z/(1 —z)
5 y=f(x)=—-V—=2 6. f(z)=2++1—(x—1)2



7. fl)=—4++v/—(x—=2) 8. f(z)=2y1-(z/3)?
9. f(x)=1/(z+1) 10. f(z) =4+2y/1— (z —5)2/

11. f(z)=14+1/(z—-1) 12. f(z) = /100 — 25(z — 1)2-

The graph of f(z) is shown below. Sketch the graphs of the
following functions.

13. y=f(z —3)_
14 y=1+ f(z 42




15.
16.
17.
18.
19.

y=1+42f(x)

y = 2f(3z)
y=2fB(x—-2)+1
y=(1/2)f(3z = 3)
y=f(1+z/3)+2



2

Instantaneous Rate
of Change:
The Derivative

2.1 THE SLOPE OF A FUNCTION

Suppose that y is a function of z, say y = f(x). It is often
necessary to know how sensitive the value of y is to small
changes in x.

EXAMPLE 2.1 Take, for example, y = f(z) = /625 —
(the upper semicircle of radius 25 centered at the origin).



When z = 7, we find that y = /625 — 49 = 24. Suppose
we want to know how much y changes when = increases a
little, say to 7.1 or 7.01.

In the case of a straight line y = ma + b, the slope
m = Ay/Ax measures the change in y per unit change in
x. This can be interpreted as a measure of “sensitivity”; for
example, if y = 100z + 5, a small change in x corresponds
to a change one hundred times as large in y, so y is quite
sensitive to changes in x.

Let us look at the same ratio Ay/Az for our function

y = f(x) = v/625 — 22 when = changes from 7 to 7.1. Here
Ax =7.1—"7=0.1is the change in z, and

Ay = f(z + Az) — f(z) = f(7.1) = f(7)
= /625 — 7.12 — /625 — 72 ~ 23

Thus, Ay/Axz ~ —0.0294/0.1 = —0.294. This means that
y changes by less than one third the change in x, so appar-
ently y is not very sensitive to changes in x at x = 7. We
say “apparently” here because we don’t really know what
happens between 7 and 7.1. Perhaps y changes dramati-
cally as  runs through the values from 7 to 7.1, but at 7.1
y just happens to be close to its value at 7. This is not in
fact the case for this particular function, but we don’t yet
know why. O

One way to interpret the above calculation is by ref-
erence to a line. We have computed the slope of the line
through (7,24) and (7.1,23.9706), called a chord of the
circle. In general, if we draw the chord from the point



(7,24) to a nearby point on the semicircle (7 + Az, f(7+
Ax)), the slope of this chord is the so-called difference
quotient

F(T+Az)— f(7) /625 — (7 + Ax)? -

1 f chord = =
slope of chor A AL

For example, if  changes only from 7 to 7.01, then the
difference quotient (slope of the chord) is approximately
equal to (23.997081 — 24)/0.01 = —0.2919. This is slightly
less steep than the chord from (7,24) to (7.1,23.9706).

As the second value 7 + Az moves in towards 7, the
chord joining (7, f(7)) to (74 Az, f(7+Ax)) shifts slightly.
Asindicated in figure ‘fig: chords’, as Az gets smaller and
smaller, the chord joining (7,24) to (7 4+ Az, f(7 + Ax))
gets closer and closer to the tangent line to the circle
at the point (7,24). (Recall that the tangent line is the
line that just grazes the circle at that point, i.e., it doesn’t
meet the circle at any second point.) Thus, as Az gets
smaller and smaller, the slope Ay/Ax of the chord gets
closer and closer to the slope of the tangent line. This is
actually quite difficult to see when Az is small, because
of the scale of the graph. The values of Az used for the
figure are 1, 5, 10 and 15, not really very small values. The
tangent line is the one that is uppermost at the right hand
endpoint.

So far we have found the slopes of two chords that
should be close to the slope of the tangent line, but what is
the slope of the tangent line exactly? Since the tangent line
touches the circle at just one point, we will never be able




to calculate its slope directly, using two “known” points on
the line. What we need is a way to capture what happens
to the slopes of the chords as they get “closer and closer”
to the tangent line.

Instead of looking at more particular values of Az, let’s
see what happens if we do some algebra with the difference
quotient using just Az. The slope of a chord from (7,24)



to a nearby point is given by

625 — (7 + Ax)2 —24 /625 — (7 + Ax)? — 24 /625

Az Az 625 -
625 — (7 + Ax)? — 242

" Az(/625 — (7 + Aa)? + 24)

49 — 49 — 14Ax — Ax?

T Az(/625 (7 1 Aa)? + 24)

Az(—14 — Ax)

" Ax(\/625 — (7 + Ax)? + 24)

B —14 — Az
V625 — (7 + Az)? + 24

Now, can we tell by looking at this last formula what hap-
pens when Az gets very close to zero? The numerator
clearly gets very close to —14 while the denominator gets

very close to v/ 625 — 72424 = 48. Is the fraction therefore
very close to —14/48 = —7/24 = —0.291677 It certainly
seems reasonable, and in fact it is true: as Ax gets closer
and closer to zero, the difference quotient does in fact get
closer and closer to —7/24, and so the slope of the tangent
line is exactly —7/24.

What about the slope of the tangent line at z = 127
Well, 12 can’t be all that different from 7; we just have to
redo the calculation with 12 instead of 7. This won'’t be
hard, but it will be a bit tedious. What if we try to do
all the algebra without using a specific value for x? Let’s




copy from above, replacing 7 by x. We’ll have to do a bit
more than that—for example, the “24” in the calculation

came from /625 — 72, so we'll need to fix that too.
V625 — (z + Ar)? — /625 — 22
Az
/625 — (z + Az)? — /625 — 22 /625 — (z + Ax)
B Az 625 — (z + Ax)
B 625 — (z + Az)? — 625 + 22
 Az(,/625 — (z + Az)? + V625 — 27)
625 —a? — 2zAx — Az? — 625 4 22
© Az(y/625 — (z + Ax)? + V625 — 22)
B Azx(—2z — Ax)
© Az(y/625 — (z + Ax)? + V625 — 22)
B —2r — Ax
/625 — (z + Ax)? + V625 — a2

Now what happens when Az is very close to zero? Again
it seems apparent that the quotient will be very close to

—2x —2x —x

V625 — 22 1 V625 — 22 2625 — 22 V625 — a2

Replacing x by 7 gives —7/24, as before, and now we can

easily do the computation for 12 or any other value of x
between —25 and 25.




So now we have a single, simple formula, —x/ V625 — o
that tells us the slope of the tangent line for any value of
x. This slope, in turn, tells us how sensitive the value of y
is to changes in the value of x.

What do we call such a formula? That is, a formula
with one variable, so that substituting an “input” value
for the variable produces a new “output” value? This is a

function. Starting with one function, 1/625 — x2, we have
derived, by means of some slightly nasty algebra, a new

function, —x/4/625 — 22, that gives us important infor-
mation about the original function. This new function in
fact is called the derivative of the original function. If the
original is referred to as f or y then the derivative is often
written f’ or 3’ and pronounced “f prime” or “y prime”,

so in this case we might write f'(z) = —x/v/625 — 2. At
a particular point, say x = 7, we say that f'(7) = —7/24
or “f prime of 7 is —7/24” or “the derivative of f at 7 is
—7/247

To summarize, we compute the derivative of f(x) by
forming the difference quotient

[z + Az) — f(2)
Az ’
which is the slope of a line, then we figure out what hap-
pens when Az gets very close to 0.
We should note that in the particular case of a circle,
there’s a simple way to find the derivative. Since the tan-
gent to a circle at a point is perpendicular to the radius




drawn to the point of contact, its slope is the negative re-
ciprocal of the slope of the radius. The radius joining (0, 0)
to (7,24) has slope 24/7. Hence, the tangent line has slope

—7/24. In general, a radius to the point (x, /625 — x2)
has slope /625 — 22 /x, so the slope of the tangent line is

—x/4/625 — 22, as before. It is NOT always true that a
tangent line is perpendicular to a line from the origin—
don’t use this shortcut in any other circumstance.

As above, and as you might expect, for different val-
ues of x we generally get different values of the derivative
f/(x). Could it be that the derivative always has the same
value? This would mean that the slope of f, or the slope
of its tangent line, is the same everywhere. One curve that
always has the same slope is a line; it seems odd to talk
about the tangent line to a line, but if it makes sense at
all the tangent line must be the line itself. It is not hard
to see that the derivative of f(z) = ma + b is f'(x) = m;
see exercise 6.

FExercises 2.1.

1. Draw the graph of the function y = f(z) = V169 — x2
between x = 0 and = 13. Find the slope Ay/Axz of
the chord between the points of the circle lying over (a)
z =12 and z = 13, (b) z = 12 and z = 12.1, (c) = = 12
and z = 12.01, (d) z = 12 and = = 12.001. Now use the
geometry of tangent lines on a circle to find (e) the exact
value of the derivative f'(12). Your answers to (a)—(d)
should be getting closer and closer to your answer to (e).
=



. Use geometry to find the derivative f'(z) of the function
f(x) = /625 — x2 in the text for each of the following x:
(a) 20, (b) 24, (c) —7, (d) —15. Draw a graph of the upper
semicircle, and draw the tangent line at each of these four
points. =

. Draw the graph of the function y = f(z) = 1/x between
z = 1/2 and = = 4. Find the slope of the chord between
(a) 2 = 3 and z = 3.1, (b) = 3 and =z = 3.01, (c)
x = 3 and z = 3.001. Now use algebra to find a simple
formula for the slope of the chord between (3, f(3)) and
(34 Az, f(3 4+ Ax)). Determine what happens when Az
approaches 0. In your graph of y = 1/z, draw the straight
line through the point (3,1/3) whose slope is this limiting
value of the difference quotient as Ax approaches 0. =

. Find an algebraic expression for the difference quotient
(f(1+Ax) ff(l))/Ax when f(z) = 2> — (1/x). Simplify
the expression as much as possible. Then determine what
happens as Az approaches 0. That value is f'(1). =

. Draw the graph of y = f(z) = 2® between & = 0 and
z = 1.5. Find the slope of the chord between (a) z = 1
and z = 1.1, (b) z = 1 and z = 1.001, (c) z = 1 and
x = 1.00001. Then use algebra to find a simple formula
for the slope of the chord between 1 and 1+ Az. (Use
the expansion (A + B)3 = A3 + 3A%B + 3AB? + BS.)
Determine what happens as Az approaches 0, and in your
graph of y = #> draw the straight line through the point
(1,1) whose slope is equal to the value you just found. =
. Find an algebraic expression for the difference quotient
(f(z + Az) — f(z))/Az when f(x) = mx + b. Simplify
the expression as much as possible. Then determine what
happens as Az approaches 0. That value is f'(x). =



7. Sketch the unit circle. Discuss the behavior of the slope of
the tangent line at various angles around the circle. Which
trigonometric function gives the slope of the tangent line
at an angle 67 Why? Hint: think in terms of ratios of
sides of triangles.

8. Sketch the parabola y = z>. For what values of z on the
parabola is the slope of the tangent line positive? Nega-
tive? What do you notice about the graph at the point(s)
where the sign of the slope changes from positive to nega-
tive and vice versa?

2.2 AN EXAMPLE

We started the last section by saying, “It is often necessary
to know how sensitive the value of y is to small changes
in z.” We have seen one purely mathematical example
of this: finding the “steepness” of a curve at a point is
precisely this problem. Here is a more applied example.
With careful measurement it might be possible to dis-
cover that a dropped ball has height h(t) = hg — kt?, t sec-
onds after it is released. (Here hy is the initial height of the
ball, when ¢ = 0, and k is some number determined by the
experiment.) A natural question is then, “How fast is the
ball going at time t7” We can certainly get a pretty good
idea with a little simple arithmetic. To make the calcula-
tion more concrete, let’s say hg = 100 meters and k = 4.9
and suppose we’re interested in the speed at t = 2. We
know that when ¢t = 2 the height is 100 —4-4.9 = 80.4. A
second later, at ¢t = 3, the height is 100—9-4.9 = 55.9, so in
that second the ball has traveled 80.4 —55.9 = 24.5 meters.



This means that the average speed during that time was
24.5 meters per second. So we might guess that 24.5 meters
per second is not a terrible estimate of the speed at t = 2.
But certainly we can do better. At t = 2.5 the height
is 100 — 4.9(2.5)® = 69.375. During the half second from
t =2 tot = 2.5 the ball dropped 80.4 — 69.375 = 11.025
meters, at an average speed of 11.025/(1/2) = 22.05 meters
per second; this should be a better estimate of the speed
at ¢ = 2. So it’s clear now how to get better and better
approximations: compute average speeds over shorter and
shorter time intervals. Between t = 2 and t = 2.01, for ex-
ample, the ball drops 0.19649 meters in one hundredth of
a second, at an average speed of 19.649 meters per second.

We can’t do this forever, and we still might reasonably
ask what the actual speed precisely at ¢t = 2 is. If At is
some tiny amount of time, what we want to know is what
happens to the average speed (h(2) — h(2+ At))/At as At
gets smaller and smaller. Doing a bit of algebra:

h(2) — h(2+ At)  80.4 — (100 — 4.9(2 + At)?)
At - At
80.4 — 100 + 19.6 + 19.6AL + 4.9A¢2
- At
19.6A¢ + 4.9A¢2
At
= 19.6 + 4.9At

When At is very small, this is very close to 19.6, and
indeed it seems clear that as At goes to zero, the aver-



age speed goes to 19.6, so the exact speed at t = 2 is 19.6
meters per second. This calculation should look very famil-
iar. In the language of the previous section, we might have
started with f(z) = 100 — 4.922 and asked for the slope of
the tangent line at * = 2. We would have answered that
question by computing

f(2+4 Az) — f(2) _ —19.6Az — 4.9Az?
Az - Az

The algebra is the same, except that following the pat-
tern of the previous section the subtraction would be re-
versed, and we would say that the slope of the tangent
line is —19.6. Indeed, in hindsight, perhaps we should
have subtracted the other way even for the dropping ball.
At t = 2 the height is 80.4; one second later the height
is 55.9. The usual way to compute a “distance traveled”
is to subtract the earlier position from the later one, or
55.9 — 80.4 = —24.5. This tells us that the distance trav-
eled is 24.5 meters, and the negative sign tells us that the
height went down during the second. If we continue the
original calculation we then get —19.6 meters per second
as the exact speed at ¢ = 2. If we interpret the negative
sign as meaning that the motion is downward, which seems
reasonable, then in fact this is the same answer as before,
but with even more information, since the numerical an-
swer contains the direction of motion as well as the speed.
Thus, the speed of the ball is the value of the derivative of
a certain function, namely, of the function that gives the
position of the ball. (More properly, this is the wvelocity

=—-19.6—4.9Az




of the ball; velocity is signed speed, that is, speed with a
direction indicated by the sign.)

The upshot is that this problem, finding the speed of
the ball, is exactly the same problem mathematically as
finding the slope of a curve. This may already be enough
evidence to convince you that whenever some quantity is
changing (the height of a curve or the height of a ball or the
size of the economy or the distance of a space probe from
earth or the population of the world) the rate at which
the quantity is changing can, in principle, be computed in
exactly the same way, by finding a derivative.

FExercises 2.2.

1. An object is traveling in a straight line so that its position
(that is, distance from some fixed point) is given by this
table:

time (seconds) 0 1 2 3
distance (meters) 0 10 25 60

Find the average speed of the object during the following
time intervals: [0,1], [0,2], [0,3], [1,2], [1,3], [2,3]. If you
had to guess the speed at ¢ = 2 just on the basis of these,
what would you guess? =

2. Let y = f(t) = t°, where t is the time in seconds and
y is the distance in meters that an object falls on a cer-
tain airless planet. Draw a graph of this function between
t = 0 and t = 3. Make a table of the average speed of
the falling object between (a) 2 sec and 3 sec, (b) 2 sec
and 2.1 sec, (¢) 2 sec and 2.01 sec, (d) 2 sec and 2.001 sec.



Then use algebra to find a simple formula for the average
speed between time 2 and time 2 + At. (If you substitute
At =1, 0.1, 0.01, 0.001 in this formula you should again
get the answers to parts (a)—(d).) Next, in your formula
for average speed (which should be in simplified form) de-
termine what happens as At approaches zero. This is the
instantaneous speed. Finally, in your graph of y = ¢
draw the straight line through the point (2,4) whose slope
is the instantaneous velocity you just computed; it should
of course be the tangent line. =

3. If an object is dropped from an 80-meter high window, its
height y above the ground at time t seconds is given by
the formula y = f(¢) = 80— 4.9%. (Here we are neglecting
air resistance; the graph of this function was shown in
figure 1.1.) Find the average velocity of the falling object
between (a) 1 sec and 1.1 sec, (b) 1 sec and 1.01 sec, (c) 1
sec and 1.001 sec. Now use algebra to find a simple formula
for the average velocity of the falling object between 1 sec
and 1 4+ At sec. Determine what happens to this average
velocity as At approaches 0. That is the instantaneous
velocity at time ¢ = 1 second (it will be negative, because
the object is falling). =

2.3 LiMits

In the previous two sections we computed some quantities
of interest (slope, velocity) by seeing that some expression
“goes to” or “approaches” or “gets really close to” a par-
ticular value. In the examples we saw, this idea may have
been clear enough, but it is too fuzzy to rely on in more



difficult circumstances. In this section we will see how to
make the idea more precise.

There is an important feature of the examples we have
seen. Consider again the formula

—19.6Ax — 4.9Az>
Az '

We wanted to know what happens to this fraction as “Ax
goes to zero.” Because we were able to simplify the frac-
tion, it was easy to see the answer, but it was not quite as
simple as “substituting zero for Az,” as that would give

—-19.6-0—-4.9-0
0 )
which is meaningless. The quantity we are really inter-
ested in does not make sense “at zero,” and this is why
the answer to the original problem (finding a velocity or
a slope) was not immediately obvious. In other words, we
are generally going to want to figure out what a quantity
“approaches” in situations where we can’t merely plug in
a value. If you would like to think about a hard exam-
ple (which we will analyze later) consider what happens to
(sinx)/x as x approaches zero.

EXAMPLE 2.2 Does v/z approach 1.41 as x approaches
2?7 In this case it is possible to compute the actual value
V2 to a high precision to answer the question. But since
in general we won’'t be able to do that, let’s not. We
might start by computing +/z for values of z close to 2,



as we did in the previous sections. Here are some val-
ues: v/2.05 = 1.431782106, v/2.04 = 1.428285686, v/2.03 =
1.424780685, v/2.02 = 1.421267040, v/2.01 = 1.417744688,
V2.005 = 1.415980226, v/2.004 = 1.415627070, v/2.003 =

1.415273825, v/2.002 = 1.414920492, v/2.001 = 1.414567072
So it looks at least possible that indeed these values “ap-

proach” 1.41—already v2.001 is quite close. If we con-
tinue this process, however, at some point we will appear

to “stall.” In fact, v/2 = 1.414213562. .., so we will never
even get as far as 1.4142, no matter how long we continue
the sequence. O

So in a fuzzy, everyday sort of sense, it is true that v/z
“gets close to” 1.41, but it does not “approach” 1.41 in
the sense we want. To compute an exact slope or an exact
velocity, what we want to know is that a given quantity
becomes “arbitrarily close” to a fixed value, meaning that
the first quantity can be made “as close as we like” to the
fixed value. Consider again the quantities

—19.6Az — 4.9Az2
Ax

These two quantities are equal as long as Az is not zero;
if Ax is zero, the left hand quantity is meaningless, while
the right hand one is —19.6. Can we say more than we
did before about why the right hand side “approaches”
—19.6, in the desired sense? Can we really make it “as
close as we want” to —19.67 Let’s try a test case. Can
we make —19.6 — 4.9Az within one millionth (0.000001)

= —19.6 — 4.9Ax.



of —19.67 The values within a millionth of —19.6 are
those in the interval (—19.600001, —19.599999). As Az
approaches zero, does —19.6 — 4.9Ax eventually reside in-
side this interval? If Az is positive, this would require that
—19.6 — 4.9Ax > —19.600001. This is something we can
manipulate with a little algebra:

—19.6 — 4.9Az > —19.600001
—4.9Az > —0.000001
Az < —0.000001/ — 4.9
Az < 0.0000002040816327 ...

Thus, we can say with certainty that if Ax is positive and
less than 0.0000002, then Az < 0.0000002040816327...
and so —19.6—4.9Az > —19.600001. We could do a similar
calculation if Az is negative.

So now we know that we can make —19.6 — 4.9Ax
within one millionth of —19.6. But can we make it “as
close as we want”? In this case, it is quite simple to see
that the answer is yes, by modifying the calculation we’ve
just done. It may be helpful to think of this as a game. 1
claim that I can make —19.6 —4.9Ax as close as you desire
to —19.6 by making Az “close enough” to zero. So the
game is: you give me a number, like 107%, and I have to
come up with a number representing how close Az must
be to zero to guarantee that —19.6 — 4.9Az is at least as
close to —19.6 as you have requested.

Now if we actually play this game, I could redo the
calculation above for each new number you provide. What



I'd like to do is somehow see that I will always succeed,
and even more, I'd like to have a simple strategy so that I
don’t have to do all that algebra every time. A strategy in
this case would be a formula that gives me a correct answer
no matter what you specify. So suppose the number you
give me is e. How close does Az have to be to zero to
guarantee that —19.6 — 4.9Az is in (—19.6 —¢,—19.6 4 €)?
If Ax is positive, we need:

—19.6 —4.9Az > —19.6 — ¢

—4.9Ax > —¢
Ax < —e/ —4.9
Ax < €/4.9

So if T pick any number § that is less than €/4.9, the al-
gebra tells me that whenever Az < ¢ then Az < €/4.9
and so —19.6 — 4.9Az is within € of —19.6. (This is ex-
actly what I did in the example: I picked § = 0.0000002 <
0.0000002040816327 . ...) A similar calculation again works]
for negative Az. The important fact is that this is now a
completely general result—it shows that I can always win,
no matter what “move” you make.

Now we can codify this by giving a precise definition
to replace the fuzzy, “gets closer and closer” language we
have used so far. Henceforward, we will say something like
“the limit of (—19.6Az — 4.9A2%)/Ax as Ax goes to zero



is —19.6,” and abbreviate this mouthful as

_ _ 2
lim 19.6Ax — 4.9Ax _ _196
Az—0 AZ‘

Here is the actual, official definition of “limit”.

DEFINITION 2.3 Limit Suppose f is a function.
We say that lim f(z) = L if for every € > 0 there is a
r—a

0 > 0 so that whenever 0 < |z —a| <0, |f(z) — L| <e.

The € and § here play exactly the role they did in the
preceding discussion. The definition says, in a very precise
way, that f(x) can be made as close as desired to L (that’s
the |f(z) — L| < € part) by making x close enough to
a (the 0 < | —a] < § part). Note that we specifically
make no mention of what must happen if x = a, that is,
if |z — a| = 0. This is because in the cases we are most
interested in, substituting a for x doesn’t even make sense.

Make sure you are not confused by the names of impor-
tant quantities. The generic definition talks about f(x),
but the function and the variable might have other names.
In the discussion above, the function we analyzed was

—19.6Az — 4.9Az>
Az '

and the variable of the limit was not x but Axz. The = was
the variable of the original function; when we were trying
to compute a slope or a velocity, = was essentially a fixed
quantity, telling us at what point we wanted the slope. (In




the velocity problem, it was literally a fixed quantity, as
we focused on the time 2.) The quantity a of the definition
in all the examples was zero: we were always interested in
what happened as Ax became very close to zero.

Armed with a precise definition, we can now prove
that certain quantities behave in a particular way. The
bad news is that even proofs for simple quantities can be
quite tedious and complicated; the good news is that we
rarely need to do such proofs, because most expressions act
the way you would expect, and this can be proved once and
for all.

EXAMPLE 2.4 Let’s show carefully that 111% z+4 = 6.
z—

This is not something we “need” to prove, since it is “ob-
viously” true. But if we couldn’t prove it using our official
definition there would be something very wrong with the
definition.

As is often the case in mathematical proofs, it helps to
work backwards. We want to end up showing that under
certain circumstances z +4 is close to 6; precisely, we want
to show that |z +4 — 6] < ¢, or |x — 2| < e. Under what
circumstances? We want this to be true whenever 0 <
|xr—2| < 0. So the question becomes: can we choose a value
for 0 that guarantees that 0 < |z—2| < ¢ implies |[z—2| < €?
Of course: no matter what € is, § = ¢ works. O

So it turns out to be very easy to prove something
“obvious,” which is nice. It doesn’t take long before things
get trickier, however.



EXAMPLE 2.5 It seems clear that lim z* = 4. Let’s

r—2
try to prove it. We will want to be able to show that |x2 —
4| < e whenever 0 < |z — 2| < d, by choosing § carefully.
Is there any connection between |z — 2| and |2* — 4?7 Yes,
and it’s not hard to spot, but it is not so simple as the
previous example. We can write |2? —4| = |(z+2)(z — 2)|.
Now when |z — 2| is small, part of |(z + 2)(x — 2)| is small,
namely (x — 2). What about (z + 2)? If z is close to 2,
(z+2) certainly can’t be too big, but we need to somehow
be precise about it. Let’s recall the “game” version of what
is going on here. You get to pick an € and I have to pick a
0 that makes things work out. Presumably it is the really
tiny values of € I need to worry about, but I have to be
prepared for anything, even an apparently “bad” move like
e = 1000. I expect that e is going to be small, and that
the corresponding ¢ will be small, certainly less than 1.
If 6 <1 then |z 4+ 2| < 5 when |z — 2| < ¢ (because if
x is within 1 of 2, then x is between 1 and 3 and x + 2
is between 3 and 5). So then I'd be trying to show that
|(z + 2)(x — 2)| < 5]z — 2| < e. So now how can I pick ¢
so that |x — 2| < § implies 5|z — 2| < €? This is easy: use
0 = €/5, so blz — 2| < 5(¢/5) = e. But what if the € you
choose is not small? If you choose ¢ = 1000, should I pick
0 = 2007 No, to keep things “sane” 1 will never pick a &
bigger than 1. Here’s the final “game strategy:” When you
pick a value for e I will pick 6 = €/5 or § = 1, whichever is
smaller. Now when |z—2| < §, I know both that [z+2| < 5
and that |x — 2| < €/5. Thus |(z+2)(x —2)| < 5(¢/5) = e.



This has been a long discussion, but most of it was
explanation and scratch work. If this were written down
as a proof, it would be quite short, like this:

Proof that lirr12 r? = 4. Given any e, pick § = ¢/5
r—r

or 6 = 1, whichever is smaller. Then when |z — 2| < J,
|z +2| < 5and |z —2| < ¢/5. Hence |2% —4| = |(z+2)(z —
2)| < 5(¢/5) =e. m|

It probably seems obvious that lir112 z? = 4, and it is
r—

worth examining more closely why it seems obvious. If
we write 2 = x - z, and ask what happens when z ap-
proaches 2, we might say something like, “Well, the first x
approaches 2, and the second x approaches 2, so the prod-
uct must approach 2 -2.” In fact this is pretty much right
on the money, except for that word “must.” Is it really
true that if x approaches a and y approaches b then xy
approaches ab? It is, but it is not really obvious, since x
and y might be quite complicated. The good news is that
we can see that this is true once and for all, and then we
don’t have to worry about it ever again. When we say that
x might be “complicated” we really mean that in practice
it might be a function. Here is then what we want to know:

THEOREM 2.6 Suppose lim f(z) = L and lim g(z) :l
T—a r—a

M. Then
lim,_, f(z)g(x) = LM.

Proof. We have to use the official definition of limit to
make sense of this. So given any € we need to find a § so



that 0 < |x —a| < § implies | f(x)g(z) — LM| < e. What do
we have to work with? We know that we can make f(z)
close to L and g(z) close to M, and we have to somehow
connect these facts to make f(z)g(x) close to LM.

We use, as is so often the case, a little algebraic trick:

[f(@)g(z) — LM| = | f(z)g(x) — f(w)MJrf(x)M — LM|
= [f()(g(x) = M) + (f(x) — L)M]|
< [f(2)(g(z) - )|+I( () = L)M]|
= [f(@)llg(x) = M|+ [f(x) = L|[M].

This is all straightforward except perhaps for the “<”.
That is an example of the triangle inequality, which says
that if @ and b are any real numbers then |a+b| < |a|+ |b].
If you look at a few examples, using positive and negative
numbers in various combinations for ¢ and b, you should
quickly understand why this is true; we will not prove it
formally.

Since Ihgb f(z) = L, there is a value §; so that 0 <

|z —a| < &7 implies | f(z)—L| < |e¢/(2M)|, This means that
0 < |z —a| < 01 implies |f(x) — L||M| < €/2. You can see
where this is going: if we can make |f(x)||g(x) — M| < €/2
also, then we’ll be done.

We can make |g(z)— M| smaller than any fixed number
by making z close enough to a; unfortunately, e¢/(2f(z))
is not a fixed number, since x is a variable. Here we need
another little trick, just like the one we used in analyzing

22, We can find a d3 so that |r — a| < §y implies that



|f(z) — L| < 1, meaning that L — 1 < f(z) < L+ 1.
This means that |f(x)| < N, where N is either |L — 1| or
|L+1|, depending on whether L is negative or positive. The
important point is that N doesn’t depend on z. Finally,
we know that there is a d3 so that 0 < |z — a| < 3 implies
lg(z) — M| < ¢/(2N). Now we're ready to put everything
together. Let § be the smallest of d1, d2, and d3. Then
| —al < ¢ implies that | f(z) — L| < |¢/(2M)|, |f(z)| < N,
and |g(x) — M| < ¢/(2N). Then

|f(x)g(x) — LM]| < If(fﬂ)l\g(l’) - M|+ |f(z) - L||M]|

€ n €
= — — = €
2 2
This is just what we needed, so by the official definition,

lim f(x)g(x) = LM. .

A handful of such theorems give us the tools to com-
pute many limits without explicitly working with the def-
inition of limit.



THEOREM 2.7 Suppose that lim f(z) = L and lim g(:
r—ra TrT—a
M and k is some constant. Then

9ll_r}}lk:f(aﬁ) =k lin}lf(m) =kL

lim (f(x) + g(x)) = lim f(x) + lim g(a) = L+ M
lim (f(x) — g(x)) = lim f(x) ~ lim g(a) = L~ M
lim (f(2)g(x)) = lim f(x) - lim g(x) = LM

X

im £ WMena F@) L e a0
e=a g(z)  limgsag(x) M

Roughly speaking, these rules say that to compute the
limit of an algebraic expression, it is enough to compute
the limits of the “innermost bits” and then combine these
limits. This often means that it is possible to simply plug

in a value for the variable, since lim z = a.
r—a



¢ —3x+95
T —2
ply the theorem in all its gory detail, we get

EXAMPLE 2.8 Compute lim1 . If we ap-
r—r

lim 2? —3x+5  lim,_q(2? — 3z +5)
=1 x—2 - lim, 1 (z —2)

(lim, 1 22) — (lim, s 32) + (limg_1 5

(limg—y1 ) — (limg—y1 2)
(limg 1 )% — 3(limg 1 ) + 5

12-3-145
1-2
1-3+5
f_ilffg

O

It is worth commenting on the trivial limit lim1 5. From
T—r

one point of view this might seem meaningless, as the num-
ber 5 can’t “approach” any value, since it is simply a fixed
number. But 5 can, and should, be interpreted here as
the function that has value 5 everywhere, f(z) = 5, with
graph a horizontal line. From this point of view it makes
sense to ask what happens to the height of the function as
x approaches 1.

Of course, as we’ve already seen, we’re primarily inter-
ested in limits that aren’t so easy, namely, limits in which
a denominator approaches zero. There are a handful of
algebraic tricks that work on many of these limits.



< 2r —

EXAMPLE 2.9 Compute lim LH We can’t
z—1 r—1

simply plug in £ = 1 because that makes the denominator

zero. However:

?4+2c-3 . (z—1)(z+3)
el -1 el a—1
= lim(z+3)=4

z—1 O
While theorem 2.7 is very helpful, we need a bit more
to work easily with limits. Since the theorem applies when
some limits are already known, we need to know the be-
havior of some functions that cannot themselves be con-
structed from the simple arithmetic operations of the the-
orem, such as v/z. Also, there is one other extraordinar-
ily useful way to put functions together: composition. If
f(z) and g(x) are functions, we can form two functions
by composition: f(g(z)) and g¢(f(z)). For example, if

f(z) = vz and g(x) = 2> + 5, then f(g(x)) = Va2 +5
and g(f(z)) = (Vx)> + 5= 2 + 5. Here is a companion to
theorem 2.7 for composition:

THEOREM 2.10 Suppose that 1i_r>n g(x) = Land 1iij
T—a T—r
f(L). Then
lim £(g(x)) = £(L).

r—a



Note the special form of the condition on f: it is not
enough to know that limL f(x) = M, though it is a bit
z—

tricky to see why. Many of the most familiar functions
do have this property, and this theorem can therefore be
applied. For example:

THEOREM 2.11 Suppose that n is a positive integer.
Then

lim /z = {a,

Tr—ra

provided that a is positive if n is even.

This theorem is not too difficult to prove from the
definition of limit.

Another of the most common algebraic tricks was used
in section 2.1. Here’s another example:

EXAMPLE 2.12 Compute lim Y1 > —2
rz——1 x+1

vVr+5—-2 lim Vr+5—2vV/x+5+2

:cl—l>n—11 z+1 :.7:—>—1 x+1 r+5+2
~ lim r+5—4
e @+ (Ve +5+2)
~ lim z+1
o1 (@ 4 1)(Va 1 5+ 2)
1 1

m — =
z—=—1+/x+5+2 4



At the very last step we have used theorems 2.10 and
2.11. m|

Occasionally we will need a slightly modified version of

the limit definition. Consider the function f(z) = v/1 — 22 |
the upper half of the unit circle. What can we say about
lim1 f(x)? Tt is apparent from the graph of this familiar
z—

function that as z gets close to 1 from the left, the value
of f(x) gets close to zero. It does not even make sense to
ask what happens as z approaches 1 from the right, since
f(z) is not defined there. The definition of the limit, how-
ever, demands that f(1+ Ax) be close to f(1) whether Az
is positive or negative. Sometimes the limit of a function
exists from one side or the other (or both) even though
the limit does not exist. Since it is useful to be able to
talk about this situation, we introduce the concept of one
sided limit:

DEFINITION 2.13 One-sided limit  Suppose that]
f(z) is a function. We say that lim f(x) = L if for every
T—a—

€ > 0 there is a § > 0 so that whenever 0 < a — x < ,
|f(z) — L| < e. We say that lim, ..+ f(x) = L if for every
€ > 0 there is a § > 0 so that whenever 0 < z —a < 9,
|f(z)— L] <e.

Usually lim f(x) is read “the limit of f(z) from the

left” and hm f( ) is read “the limit of f(x) from the

x~>a

right”.



L

EXAMPLE 2.14 Discuss lir% lim i, and lim
z—

‘.Tl " 50— |J)| z—0t I

The function f(x) = z/|x| is undefined at 0; when

x >0, || = z and so f(z) = 1; when z < 0, |z| = —x

and f(z) = —1. Thus lim — = lim —1 = —1 while
z—0- ||  a—0-

lim — = lim 1= 1. The limit of f(z) must be equal

z—0+ x| z—0t
to both the left and right limits; since they are different,
x
the limit lim — does not exist. O
x—0 |.’17|
Exercises 2.3.

Compute the limits. If a limit does not exist, explain why.

2 2
1. lim T tz—12 9. iy T tT—12
r—3 r—3 z—1 r—3
2 2
-1 -1
3. lim LT 12 4. lim T 12
r——4 xr — 3 rx—2 T —2
5. lim Y2 +r8=3 6. lim ./1+27\ﬁ.:>
z—1 r—1 z—0t+ V T x
7. lim 3 = 8. lim 32° — 5z =
T—2 x—4
2 2
9. lim 225 10. lim &=L &
z—0 x—1 z—1 x— 1
V2 — x2 Vo — 2
11. lim Y2 % o 12. lim x
z—0+ xT z—0+ X +1
3_ g8
13. lim 14. lim(z® 4 4)° =
rz—=a T — Q r—2
15 lim{x 5 z#L
z—1 U7 =1



16. lim xsin (l> (Hint: Use the fact that |sina| < 1 for any
x

xz—0
real number a. You should probably use the definition of

a limit here.) =

17. Give an e proof, similar to example 2.4, of the fact that
lin}l(Q:r —-5)=3.
T—

18. Evaluate the expressions by reference to this graph:

10
! ] 8
—_— 6
4 -
2 -
-'4 -'2 0 2 4 6
- D
(a) lim f(x) (b) lim f(z) (c) lim f()
(d) lim f(z) (e) lim f(x) (f) f(=2)

z—0" z—0t



() lm f() () lm f@) () lmfe+L
(4) £(0) (k) 1141:’{1* flx—4) ) wlirg+ flz —
=

19. Use a calculator to estimate lim %.
x—0 X

20. Use a calculator to estimate lim tan(3a:).
x—0 tan(5x)

2.4 THE DERIVATIVE FUNCTION

We have seen how to create, or derive, a new function f'(z)
from a function f(x), and that this new function carries
important information. In one example we saw that f’(x)
tells us how steep the graph of f(z) is; in another we saw
that f’(x) tells us the velocity of an object if f(z) tells us
the position of the object at time x. As we said earlier, this
same mathematical idea is useful whenever f(z) represents
some changing quantity and we want to know something
about how it changes, or roughly, the “rate” at which it
changes. Most functions encountered in practice are built
up from a small collection of “primitive” functions in a
few simple ways, for example, by adding or multiplying
functions together to get new, more complicated functions.
To make good use of the information provided by f/(z) we
need to be able to compute it for a variety of such functions.

We will begin to use different notations for the deriva-
tive of a function. While initially confusing, each is often
useful so it is worth maintaining multiple versions of the
same thing.



Consider again the function f = /625 — 22. We

have computed the derivative f/(z) = fx/\/ 625 — 22, and
have already noted that if we use the alternate notation

y = /625 — 22 then we might write ' = —2/1/625 — 22.
Another notation is quite different, and in time it will be-

come clear why it is often a useful one. Recall that to
compute the the derivative of f we computed

. 625 — (74 Az)2 — 24
lim .
Az50 Az

The denominator here measures a distance in the x di-
rection, sometimes called the “run”, and the numerator
measures a distance in the y direction, sometimes called
the “rise,” and “rise over run” is the slope of a line. Re-
call that sometimes such a numerator is abbreviated Ay,
exchanging brevity for a more detailed expression. So in
general, a derivative is given by

y = lim &

Az—0 Ax

To recall the form of the limit, we sometimes say instead
that

dy . Ay

dr  Avso Az

In other words, dy/dx is another notation for the deriva-
tive, and it reminds us that it is related to an actual slope
between two points. This notation is called Leibniz no-
tation, after Gottfried Leibniz, who developed the fun-



damentals of calculus independently, at about the same
time that Isaac Newton did. Again, since we often use f
and f(z) to mean the original function, we sometimes use
df /dx and df (x)/dz to refer to the derivative. If the func-
tion f(z) is written out in full we often write the last of
these something like this

Fa) = /625~ P

with the function written to the side, instead of trying to
fit it into the numerator.

EXAMPLE 2.15 Find the derivative of y = f(t) = ¢°.
We compute

y = lim DY gy UEADE
At—0 At At—0 At
PP 2tAE+ A2 — 2
= lim
At—0 At
2N+ AL?
= hm _—
At—0 At
= lim 2t + At =2t
At—0

Remember that At is a single quantity, not a “A” times a
“t”, and so At? is (At)? not A(t?). ]

EXAMPLE 2.16 Find the derivative of y = f(z) =
1/x.



The computation:

1

—

Ay

y' = lim = lim A @
Az—0 Az Az—0 Az
x _ _z+Ax
— lim z(z+Ax) z(z+Ax)
Az—0 Az
z—(z+Ax)

. z(z+Ax)
Alclcgo Ax
Tk Ax
Az—0 z(x + Az)Ax
lim AT
Az—0 z(x + Az)Ax
-1 -1

lm ———— = —
Avso z(x+ Az) 22

O

Note. If you happen to know some “derivative formu-
las” from an earlier course, for the time being you should
pretend that you do not know them. In examples like the
ones above and the exercises below, you are required to
know how to find the derivative formula starting from ba-
sic principles. We will later develop some formulas so that
we do not always need to do such computations, but we
will continue to need to know how to do the more involved
computations.

Sometimes one encounters a point in the domain of a
function y = f(x) where there is no derivative, because
there is no tangent line. In order for the notion of the



tangent line at a point to make sense, the curve must be
“smooth” at that point. This means that if you imagine
a particle traveling at some steady speed along the curve,
then the particle does not experience an abrupt change of
direction. There are two types of situations you should
be aware of-—corners and cusps—where there’s a sudden
change of direction and hence no derivative.

EXAMPLE 2.17 Discuss the derivative of the absolute
value function y = f(x) = |z|.

If x is positive, then this is the function y = x, whose
derivative is the constant 1. (Recall that when y = f(z) =
ma+b, the derivative is the slope m.) If x is negative, then
we're dealing with the function y = —x, whose derivative is
the constant —1. If x = 0, then the function has a corner,
i.e., there is no tangent line. A tangent line would have
to point in the direction of the curve—but there are two
directions of the curve that come together at the origin.
We can summarize this as

1 if x > 0;
y =< -1 if x < 0;

undefined if x = 0.

EXAMPLE 2.18

Discuss the derivative of the function y = z2/, shown
in figure ‘fig:cusp’. We will later see how to compute this
derivative; for now we use the fact that y = (2/3)z~/5.
Visually this looks much like the absolute value function,



but it technically has a cusp, not a corner. The absolute
value function has no tangent line at 0 because there are
(at least) two obvious contenders—the tangent line of the
left side of the curve and the tangent line of the right side.

The function y = 2%/3 does not have a tangent line at 0,
but unlike the absolute value function it can be said to have
a single direction: as we approach 0 from either side the
tangent line becomes closer and closer to a vertical line;
the curve is vertical at 0. But as before, if you imagine
traveling along the curve, an abrupt change in direction is
required at 0: a full 180 degree turn. O

{ w & w ]

-2 -1 0 1 2

Figure 2.2 A cusp on /3.

In practice we won’t worry much about the distinc-
tion between these examples; in both cases the function
has a “sharp point” where there is no tangent line and no
derivative.



Exercises 2.4.

= W N -

[}

. Find the derivative of y = f(z) = v/169 — z2. =

. Find the derivative of y = f(t) = 80 — 4.9t>. =

. Find the derivative of y = f(z) = 2> — (1/z). =

. Find the derivative of y = f(x) = az® + bz 4 ¢ (where a,

b, and c are constants). =
3

. Find the derivative of y = f(z) =z°. =

Shown is the graph of a function f(z). Sketch the graph
of f'(z) by estimating the derivative at a number of points
in the interval: estimate the derivative at regular intervals
from one end of the interval to the other, and also at “spe-
cial” points, as when the derivative is zero. Make sure you



indicate any places where the derivative does not exist.

1.6

1.4

1.2

1.0 /

0.8

0.6

0.4

0.2

-1.0 -08 -0.6 -04 -0.2 0.0 0.2 0.4 0.6

. Shown is the graph of a function f(x). Sketch the graph
of f'(z) by estimating the derivative at a number of points
in the interval: estimate the derivative at regular intervals
from one end of the interval to the other, and also at “spe-
cial” points, as when the derivative is zero. Make sure you



indicate any places where the derivative does not exist.
4

. Find the derivative of y = f(z) = 2/V2z +1 =
. Find the derivative of y = g(t) = (2t — 1)/(t + 2) =
. Find an equation for the tangent line to the graph of

f(z) =5 —x — 32% at the point x = 2 =

. Find a value for a so that the graph of f(z) = z* +

ax — 3 has a horizontal tangent line at z = 4. =



2.9 ADJECTIVES FOR FUNCTIONS

As we have defined it in Section 1.3, a function is a very
general object. At this point, it is useful to introduce a
collection of adjectives to describe certain kinds of func-
tions; these adjectives name useful properties that func-
tions may have. Consider the graphs of the functions in
Figure ‘fig:function+types’. It would clearly be useful
to have words to help us describe the distinct features of
each of them. We will point out and define a few adjectives
(there are many more) for the functions pictured here. For
the sake of the discussion, we will assume that the graphs
do not exhibit any unusual behavior off-stage (i.e., outside
the view of the graphs).

Functions. Each graph in Figure ‘fig:function+types’
certainly represents a function—since each passes the ver-
tical line test. In other words, as you sweep a vertical line
across the graph of each function, the line never intersects
the graph more than once. If it did, then the graph would
not represent a function.

Bounded. The graph in (c) appears to approach zero as
x goes to both positive and negative infinity. It also never
exceeds the value 1 or drops below the value 0. Because
the graph never increases or decreases without bound, we
say that the function represented by the graph in (c) is a
bounded function.

DEFINITION 2.19 Bounded A function f is bounc
if there is a number M such that |f(z)| < M for every z
in the domain of f.






For the function in (c), one such choice for M would
be 10. However, the smallest (optimal) choice would be
M = 1. In either case, simply finding an M is enough to
establish boundedness. No such M exists for the hyperbola
in (d) and hence we can say that it is unbounded.
Continuity. The graphs shown in (b) and (c) both repre-
sent continuous functions. Geometrically, this is because
there are no jumps in the graphs. That is, if you pick a
point on the graph and approach it from the left and right,
the values of the function approach the value of the func-
tion at that point. For example, we can see that this is not
true for function values near z = —1 on the graph in (a)
which is not continuous at that location.

DEFINITION 2.20 Continuous at a Point A
function f is continuous at a point a if lim f(z) = f(a).
r—ra

DEFINITION 2.21 Continuous A function f is
continuous if it is continuous at every point in its domain.

Strangely, we can also say that (d) is continuous even
though there is a vertical asymptote. A careful reading of
the definition of continuous reveals the phrase “at every
point in its domain.” Because the location of the asymp-
tote, x = 0, is not in the domain of the function, and
because the rest of the function is well-behaved, we can say
that (d) is continuous.

Differentiability. Now that we have introduced the deriva
tive of a function at a point, we can begin to use the ad-



jective differentiable. We can see that the tangent line is
well-defined at every point on the graph in (c). Therefore,
we can say that (c) is a differentiable function.

DEFINITION 2.22 Differentiable at a Point A
function f is differentiable at point a if f/(a) exists.

DEFINITION 2.23 Differentiable A function f is
differentiable if is differentiable at every point (excluding
endpoints and isolated points in the domain of f) in the
domain of f.

Take note that, for technical reasons not discussed
here, both of these definitions exclude endpoints and iso-
lated points in the domain from consideration.

We now have a collection of adjectives to describe the
very rich and complex set of objects known as functions.

We close with a useful theorem about continuous func-
tions:

THEOREM 2.24 Intermediate Value Theorem 1
f is continuous on the interval [a,b] and d is between
f(a) and f(b), then there is a number ¢ in [a, b] such that

fle) =d.

This is most frequently used when d = 0.

EXAMPLE 2.25 Explain why the function f = 2 +
322 + z — 2 has a root between 0 and 1.



By theorem 2.7, f is continuous. Since f(0) = —2 and
f(1) = 3, and 0 is between —2 and 3, there is a ¢ € [0, 1]
such that f(c) = 0. ]

This example also points the way to a simple method
for approximating roots.

EXAMPLE 2.26 Approximate the root of the previous
example to one decimal place.

If we compute f(0.1), £(0.2), and so on, we find that
£(0.6) < 0 and f(0.7) > 0, so by the Intermediate Value
Theorem, f has a root between 0.6 and 0.7. Repeating
the process with f(0.61), f(0.62), and so on, we find that
f£(0.61) < 0 and f(0.62) > 0, so f has a root between
0.61 and 0.62, and the root is 0.6 rounded to one decimal
place. O

Exercises 2.5.
1. Along the lines of Figure ‘fig:function+types’, for each]|
part below sketch the graph of a function that is:
a. bounded, but not continuous.
b. differentiable and unbounded.

c. continuous at x = 0, not continuous at x = 1, and
bounded.

d. differentiable everywhere except at z = —1, continu-
ous, and unbounded.

2. Is f(z) = sin(z) a bounded function? If so, find the small-
est M.



. Is s(t) = 1/(1 +t*) a bounded function? If so, find the
smallest M.

. Isv(u) = 2In |u| a bounded function? If so, find the small-
est M.

. Consider the function

2r -3, ifz<l
h(z) = {0, if z > 1.

Show that it is continuous at the point z = 0. Is h a

continuous function?

. Approximate a root of f = z® —4z?+ 2242 to one decimal
place.

. Approximate a root of f = z* +z® — 5z + 1 to one decimal
place.



3

Rules for Finding
Derivatives

It is tedious to compute a limit every time we need to know
the derivative of a function. Fortunately, we can develop
a small collection of examples and rules that allow us to
compute the derivative of almost any function we are likely
to encounter. Many functions involve quantities raised to a
constant power, such as polynomials and more complicated
combinations like y = (sinz)*. So we start by examining



powers of a single variable; this gives us a building block
for more complicated examples.

3.1 THE PowiEr RULE

We start with the derivative of a power function, f(x) =
x™. Here n is a number of any kind: integer, rational, pos-
itive, negative, even irrational, as in ™. We have already
computed some simple examples, so the formula should
not be a complete surprise:

d
dxx
It is not easy to show this is true for any n. We will do
some of the easier cases now, and discuss the rest later.
The easiest, and most common, is the case that n is
a positive integer. To compute the derivative we need to
compute the following limit:

4 n (x + Ax)"™ — 2™
dx Az—0 Az ’

m = gl

For a specific, fairly small value of n, we could do this by
straightforward algebra.



EXAMPLE 3.1 Find the derivative of f(z) = z°.

d 4 . (z+Az)*—2a3
@l AT A
. 23 + 32?2 Az + 3xAz? + Az — 23
= lim .
Az—0 Ax
. 3x2Ax + 3zAz? + Axd
= lim .
Axz—0 Az

= lim 32% + 3zAz + Az® = 322,
Az—0
O
The general case is really not much harder as long as
we don’t try to do too much. The key is understanding
what happens when (z + Az)" is multiplied out:

(x+Az)" = 2"+na"  Artayr" A - - A ta, jxAa™

We know that multiplying out will give a large number of
terms all of the form z'Az’, and in fact that i + j = n in
every term. One way to see this is to understand that one
method for multiplying out (z + Az)™ is the following: In
every (x + Ax) factor, pick either the x or the Az, then
multiply the n choices together; do this in all possible ways.
For example, for (x + Ax)?, there are eight possible ways



to do this:
(x 4+ Az)(x + Azx)(z + Az) = zxx + zeAz + cAzx + A
+ Azzx + AxxAx + Ax/
=23 4+ 22 Az + 2? Az + 2 Az?
+ 22 Az + zA2® + zAa? + .
=2 4 322 Az + 3zA2® + Az’

No matter what n is, there are n ways to pick Az in one
factor and x in the remaining n — 1 factors; this means one
term is nz" 'Az. The other coefficients are somewhat
harder to understand, but we don’t really need them, so
in the formula above they have simply been called as, as,
and so on. We know that every one of these terms contains
Az to at least the power 2. Now let’s look at the limit:

L gy b
dx Az—0 Az
oo+ na" Az + agz" 2 AR + - Fap_iT
= lim
Az—0 Ax
o onz" YAz + ax 2Ax? 4+ - 4 apoq Az
= lim
Axz—0 Az
= lim na" '+ ayz" Az + -+ ap_12Az" 2+
Axz—0

Now without much trouble we can verify the formula
for negative integers. First let’s look at an example:



EXAMPLE 3.2 Find the derivative of y = 27°. Using
the formula, y = 327371 = —3z7%. ]

Here is the general computation. Suppose n is a nega-
tive integer; the algebra is easier to follow if we use n = —m
in the computation, where m is a positive integer.

d d (x+ Ax) ™™ —z™™

em —-mo_
dscx dx Az—0 Az

1
(x+Az)y™ =™
Axz—0 Az
. a™ = (x4 Ax)™
lim
Az—0 (x + Ax)mz™m Az

I
g

™ — (2™ + ma™  Ax + agr™ 2 Ax? 4 - -

lim

Az—0 (x + Az)mazm Az
. —mz™ 1l —agx™2Ax — - — a1 AT
= lim
Az50 (x 4+ Az)magm
m—1 m—1
—mx —mx _1_ o
— —— — — :_m$m12m:nxm]
M x

We will later see why the other cases of the power rule
work, but from now on we will use the power rule whenever
n is any real number. Let’s note here a simple case in
which the power rule applies, or almost applies, but is not
really needed. Suppose that f(x) = 1; remember that
this “1” is a function, not “merely” a number, and that
f(z) = 1 has a graph that is a horizontal line, with slope
zero everywhere. So we know that f’(z) = 0. We might



also write f(x) = 2", though there is some question about
just what this means at x = 0. If we apply the power rule,
we get f/(z) = 0z~ = 0/x = 0, again noting that there is
a problem at x = 0. So the power rule “works” in this case,
but it’s really best to just remember that the derivative of
any constant function is zero.

FExercises 3.1.

Find the derivatives of the given functions.
1 100 5. 5100

Tz = =
1 ™

3. 5 = 4. " =
T

5. 2/ = 6. 27 =

3.2 LINEARITY OF THE DERIVATIVE

An operation is linear if it behaves “nicely” with respect
to multiplication by a constant and addition. The name
comes from the equation of a line through the origin, f(z) =
mx, and the following two properties of this equation.
First, f(cx) = m(cx) = ¢(ma) = ¢f(x), so the constant ¢
can be “moved outside” or “moved through” the function
f. Second, f(z+y) =m(z+y) =ma+my = f(z)+f(y),
so the addition symbol likewise can be moved through the
function.
The corresponding properties for the derivative are:

(cf(x)) = —=cf(x) = c—f(x) = cf'(x),



and

d

(F@)+g@) = T (F@)+g(@) = 5o @) +g(a) = /@

It is easy to see, or at least to believe, that these are
true by thinking of the distance/speed interpretation of
derivatives. If one object is at position f(t) at time ¢, we
know its speed is given by f’(t). Suppose another object
is at position 5f(¢) at time ¢, namely, that it is always 5
times as far along the route as the first object. Then it
“must” be going 5 times as fast at all times.

The second rule is somewhat more complicated, but
here is one way to picture it. Suppose a flat bed railroad
car is at position f(t) at time ¢, so the car is traveling at a
speed of f(t) (to be specific, let’s say that f(t) gives the
position on the track of the rear end of the car). Suppose
that an ant is crawling from the back of the car to the
front so that its position on the car is g(t) and its speed
relative to the car is ¢’(t). Then in reality, at time ¢, the
ant is at position f(t) 4 g(t) along the track, and its speed
is “obviously” f'(t) + ¢'(t).

We don’t want to rely on some more-or-less obvious
physical interpretation to determine what is true mathe-
matically, so let’s see how to verify these rules by compu-



tation. We'll do one and leave the other for the exercises.

[z + Az) + g(z + Ax) = (f(z) -

4 (f(@) + @) = lim

dx Az—0 Az

o S AR 4 (et A~ 1) -
Az—0 Az

o Sl Ar) @)+ gl + A) -
Az—0 Az

_ o ([l Ar)— f(x) | g(z+ Az)

= i, ( Ax * Ax

o JEEAD @) gl
Axz—0 Al‘ Ax—0

= f'(z) + ¢'()

This is sometimes called the sum rule for derivatives.

EXAMPLE 3.3 Find the derivative of f(z) = z°+5z2.
We have to invoke linearity twice here:

F@) = L (@5 502) =

d s, d o 4,
T x +d$(5x ) = 52" +5 x(z)

dz d

ol

Because it is so easy with a little practice, we can usu-
ally combine all uses of linearity into a single step. The
following example shows an acceptably detailed computa-
tion.



EXAMPLE 3.4 Find the derivative of f(x) = 3/z* —
2% 4+ 6 — 7.

d (3 d .. _
f'(x) = - <x4 — 222 + 6z — 7) = %(&c 4222 4-62—7)
O

FExercises 3.2.

Find the derivatives of the functions in 1-6.
1. 52° +122° — 15 =
2. —42° +32° —5/2 =
3. 5(—=32" + 5z +1) =
4. f(z)+g(z), where f(x) = 2°> — 3z +2 and g(z) = 22° — 5z
=

5. (x4 1)(z° +2z—3) =
6. /625 — x2 4 32° 4 12 (See section 2.1.) =

7. Find an equation for the tangent line to f(z) = z°/4—1/x
at r = -2. =

8. Find an equation for the tangent line to f(z) = 32° — 7°

atx =4. =

9. Suppose the position of an object at time ¢ is given by
f(t) = —49t°/10 + 5t + 10. Find a function giving the
speed of the object at time ¢. The acceleration of an object
is the rate at which its speed is changing, which means it
is given by the derivative of the speed function. Find the
acceleration of the object at time t. =

10. Let f(z) = z® and ¢ = 3. Sketch the graphs of f, cf, f’,
and (cf)" on the same diagram.



11. The general polynomial P of degree n in the variable z

has the form P(z) = Zakxk =ao+ a1z + ...+ anx”.
k=0
What is the derivative (with respect to x) of P? =

12. Find a cubic polynomial whose graph has horizontal tan-
gents at (—2,5) and (2,3). =

13. Prove that %(cf(x)) = cf’'(x) using the definition of the
derivative.
14. Suppose that f and g are differentiable at . Show that

f—g is differentiable at  using the two linearity properties
from this section.

3.3 THE PropDucT RULE

Consider the product of two simple functions, say f(z) =
(2%+1) (2 —3x). An obvious guess for the derivative of f is
the product of the derivatives of the constituent functions:
(22)(32% — 3) = 62 — 62. Is this correct? We can easily
check, by rewriting f and doing the calculation in a way
that is known to work. First, f(z) = 2° — 323 423 — 32 =
2® — 22% — 3z, and then f'(z) = 52" — 62% — 3. Not even
close! What went “wrong”? Well, nothing really, except
the guess was wrong.

So the derivative of f(x)g(z) is NOT as simple as
f/(x)g'(z). Surely there is some rule for such a situation?
There is, and it is instructive to “discover” it by trying
to do the general calculation even without knowing the



answer in advance.

d - fle+ Ar)g(z + Ax) — f(z)g(x)
2 (f@)g(e)) = Jim_ -
g T+ B)go+ Ar) — [+ Belg(e) + S
Az—0 Azx
o LG A0 A — fla+ Ar)g@)
Az—0 Az Az—
= Jim S+ an2EEEH I FEES
= f(2)g () + f'(x)g(x)

A couple of items here need discussion. First, we used
a standard trick, “add and subtract the same thing”, to
transform what we had into a more useful form. After
some rewriting, we realize that we have two limits that
produce f'(x) and ¢'(z). Of course, f'(x) and ¢'(x) must
actually exist for this to make sense. We also replaced
lim f(z+ Ax) with f(z)—why is this justified?
Azxz—0

What we really need to know here is that Alaigrgo flz+
Az) = f(z), or in the language of section 2.5, that f is
continuous at x. We already know that f’(z) exists (or

the whole approach, writing the derivative of fg in terms
of f" and ¢’, doesn’t make sense). This turns out to imply



that f is continuous as well. Here’s why:
lim f(z+ Az)= lim (f(x+ Az) — f(z) + f(x))
Az—0 Az—0

o Tt An) ()
Az—0 Az

=f'(x) 0+ f(z) = f(=)
To summarize: the product rule says that

L (f@@) = F@)g @) + @),

At fim, 6

Returning to the example we started with, let f(z) =
(22 +1) (2 —3z). Then f'(z) = (22+1)(32% —3)+(2x) (2> —
3r) = 3z* — 322 4+ 327 — 3+ 22" — 62% = 52 — 627 — 3, as
before. In this case it is probably simpler to multiply f(z)
out first, then compute the derivative; here’s an example
for which we really need the product rule.

EXAMPLE 3.5 Compute the derivative of f(x) = 22/

d —x
We have already computed —1/625 — 22 = ———.
Y P dx V625 — 22

Now

3 2
- —x° +22(625 — x

"(z) = x27x+21‘\/ 625 — x2 = e
/(@) V625 — 2 V625 — 22 O




FExercises 3.3.

In 1-4, find the derivatives of the functions using the product

rule.
1.
2.

3.

(2 — 5z + 10) =

(2 + 5z —3)(z° — 62° + 32> — Tz +1) =
VTy/625 — 22 =

V625 — 22 N

220

. Use the product rule to compute the derivative of f(x) =

(2 — 3)*. Sketch the function. Find an equation of the
tangent line to the curve at x = 2. Sketch the tangent line
atz =2. =

Suppose that f, g, and h are differentiable functions. Show
that (fgh)'(z) = f'(2)g(z)h(z)+f(2)g' () h(2)+f (z)g(x)h
State and prove a rule to compute (fghi)’(z), similar to
the rule in the previous problem.

Product notation. Suppose fi, f2,... fn are functions. The
product of all these functions can be written

[[ v
k=1

This is similar to the use of Z to denote a sum. For example,

and

H = fifafsfafs

k=1

n
k=1-2-...-n=nl
k=1



We sometimes use somewhat more complicated conditions; for
example

denotes the product of fi through f, except for f;. For exam-
ple,
5
xk :$'$2'$3'CC5 :xll.
k=1,k#4

8. The generalized product rule says that if fi, fo,..., fn
are differentiable functions at x then

I a@=>#w I @
k=1 j=1 k=1,k#j

Verify that this is the same as your answer to the previous
problem when n = 4, and write out what this says when
n =>5.

3.4 THE QUOTIENT RULE

What is the derivative of (2% 41)/(2 — 3z)? More gener-
ally, we’d like to have a formula to compute the derivative
of f(x)/g(x) if we already know f'(z) and ¢’(z). Instead
of attacking this problem head-on, let’s notice that we’ve
already done part of the problem: f(z)/g(z) = f(x) -
(1/g(x)), that is, this is “really” a product, and we can
compute the derivative if we know f’(z) and (1/g(x))’. So
really the only new bit of information we need is (1/g(x))’
in terms of ¢’ (z). As with the product rule. let’s set this



up and see how far we can get:

1 1
da 1 — i @Fid) 9@
dr g(x) Az—0 Ax
g((r)—i(r;r(m)f)
T g(z+Ax)g(x
o Alalcgo Az

i 9@) —g(z + Az)
Az—0 g(z + Ax)g(x)Ax

gt An @) 1
Az—0 Az g(x + Ax)g(z)
(=)

g(x)?

Now we can put this together with the product rule:

d f(z) _ ()*g’(x) (@) 1 —f@)g () + f'(@)gl

dr gw) 1 g(a)? 9() g(x)?

EXAMPLE 3.6 Compute the derivative of (z2+1)/(z*-
3x).

d 22+1  2z(2®—32)— (22 +1)(32®> —=3) —a*—6:

doe 23 — 3z (x3 — 3x)? (a3 =

It is often possible to calculate derivatives in more than
one way, as we have already seen. Since every quotient can
be written as a product, it is always possible to use the



product rule to compute the derivative, though it is not
always simpler.

EXAMPLE 3.7 Find the derivative of /625 — 22/y/x
in two ways: using the quotient rule, and using the product
rule.

Quotient rule:

d V625 —a?  r(—x/V625 — ) — V625 — 22 - 1/(2¢/
dr /z B x

Note that we have used vz = z'/? to compute the deriva-

tive of v/ by the power rule.
Product rule:

d -1 —x
2 2 71/2 — 2 2 73/2 —]
—dx\/G 5 — x%x V625 —x > T +7625—x2x

With a bit of algebra, both of these simplify to

_ z2 + 625
2625 — 223/2°

O

Occasionally you will need to compute the derivative
of a quotient with a constant numerator, like 10/ z2. Of
course you can use the quotient rule, but it is usually not
the easiest method. If we do use it here, we get

d 10 z2.0—-10 22 =20

I =

)

dx x2 x x3



since the derivative of 10 is 0. But it is simpler to do this:

d 10 d
—— = —10272 = -20z7%.

dr z?  dx
Admittedly, 22 is a particularly simple denominator, but
we will see that a similar calculation is usually possible.
Another approach is to remember that

d 1 —g'(x)
drg(z)  g(x)?’
but this requires extra memorization. Using this formula,

A0
de 2?2~ xt
Note that we first use linearity of the derivative to pull the
10 out in front.

Exercises 3.4.

Find the derivatives of the functions in 1-4 using the quotient
rule.

1 x> N 9 x> 4+ 5z — 3 -
23 —5z+ 10 b —6xd+322—Tr+1
5 Vi o V6B—a?
© V625 — a2 ) 220

5. Find an equation for the tangent line to f(z) = (z* —
4)/(5—z)atz=3. =

6. Find an equation for the tangent line to f(z) = (z —
N3 L A AN ad o 1



7. Let P be a polynomial of degree n and let @ be a polyno-
mial of degree m (with @ not the zero polynomial). Using
sigma notation we can write

Pziakxk, Q:ibkxk.
k=0 k=0

Use sigma notation to write the derivative of the rational
function P/Q.

8. The curve y = 1/(1+2%) is an example of a class of curves
each of which is called a witch of Agnesi. Sketch the
curve and find the tangent line to the curve at x = 5.
(The word witch here is a mistranslation of the original
Italian, as described at

http://mathworld.wolfram.com/WitchofAgnesi.html
and
http://instructionall.calstatela.edu/sgray/Agnesi

WitchHistory/Historynamewitch.html.)
=

9. 1t f/(4) = 5, g'(4) = 12, (fg)(4) = f(4)g(4) = 2, and

g(4) = 6, compute f(4) and %g at 4. =

3.5 THE CHAIN RULE

So far we have seen how to compute the derivative of a
function built up from other functions by addition, sub-
traction, multiplication and division. There is another very
important way that we combine simple functions to make
more complicated functions: function composition, as dis-


http://mathworld.wolfram.com/WitchofAgnesi.html
http://instructional1.calstatela.edu/sgray/Agnesi/WitchHistory/Historynamewitch.html
http://instructional1.calstatela.edu/sgray/Agnesi/WitchHistory/Historynamewitch.html
http://instructional1.calstatela.edu/sgray/Agnesi/WitchHistory/Historynamewitch.html

cussed in section 2.3. For example, consider \/ 625 — 2.
This function has many simpler components, like 625 and

22, and then there is that square root symbol, so the square

root function /x = 2'/? is involved. The obvious question
is: can we compute the derivative using the derivatives of

the constituents 625 — x2 and /z? We can indeed. In gen-
eral, if f(z) and g(z) are functions, we can compute the
derivatives of f(g(z)) and g(f(z)) in terms of f’(x) and

g'(x).

EXAMPLE 3.8 Form the two possible compositions
of f(xr) = v and g(xr) = 625 — ? and compute the
derivatives. First, f(g(z)) = v/625 — 22, and the deriva-

tive is —x/1/625 — 22 as we have seen. Second, g(f(z)) =
625 — (v/x)? = 625 — x with derivative —1. Of course,
these calculations do not use anything new, and in par-
ticular the derivative of f(g(z)) was somewhat tedious to
compute from the definition. O

Suppose we want the derivative of f(g(x)). Again, let’s
set up the derivative and play some algebraic tricks:

flg(z + Az)) = f(g(2))

2 Flgla)) = Jim

Axz—0 Ax
L flale+ Av) — f(gla) glo+ Ax) —
Az—0 gz + Az)) — g(x) Ax

Now we see immediately that the second fraction turns into
g'(x) when we take the limit. The first fraction is more



complicated, but it too looks something like a derivative.
The denominator, g(x + Az)) — g(x), is a change in the
value of g, so let’s abbreviate it as Ag = g(z+Ax)) —g(x),
which also means g(x + Az) = g(x) + Ag. This gives us

i f(g(x) + Ag) — f(g(x))
Az—0 Ag '

As Az goes to 0, it is also true that Ag goes to 0, because
g(x + Azx) goes to g(x). So we can rewrite this limit as

i 1@ +Ag) — flg(z))

Ag—0 Ag

Now this looks exactly like a derivative, namely f’(g(z)),
that is, the function f’(x) with z replaced by g(z). If this
all withstands scrutiny, we then get

2 (o)) = I'(o(@))g' ().

Unfortunately, there is a small flaw in the argument. Re-
call that what we mean by lima, ¢ involves what happens
when Az is close to 0 but not equal to 0. The qualifica-
tion is very important, since we must be able to divide
by Az. But when Az is close to 0 but not equal to 0,
Ag = gz + Azx)) — g(z) is close to 0 and possibly equal
to 0. This means it doesn’t really make sense to divide
by Ag. Fortunately, it is possible to recast the argument
to avoid this difficulty, but it is a bit tricky; we will not
include the details, which can be found in many calculus
books. Note that many functions g do have the property



that g(z + Ax) — g(z) # 0 when Az is small, and for these
functions the argument above is fine.

The chain rule has a particularly simple expression if
we use the Leibniz notation for the derivative. The quan-
tity f'(g(z)) is the derivative of f with z replaced by g;
this can be written df /dg. As usual, ¢’(z) = dg/dz. Then
the chain rule becomes

df _ df dg

dr  dgdz’
This looks like trivial arithmetic, but it is not: dg/dz is
not a fraction, that is, not literal division, but a single
symbol that means ¢’(z). Nevertheless, it turns out that
what looks like trivial arithmetic, and is therefore easy to
remember, is really true.

It will take a bit of practice to make the use of the
chain rule come naturally—it is more complicated than
the earlier differentiation rules we have seen.

EXAMPLE 3.9 Compute the derivative of /625 — x2.
We already know that the answer is —x/1/625 — 22, com-
puted directly from the limit. In the context of the chain
rule, we have f(z) = /z, g(z) = 625 — 2°. We know that
flx) = (1/2)2712, s0 f'(g(x)) = (1/2)(625 — 2?)7'/2.
Note that this is a two step computation: first compute
f/(x), then replace = by g(x). Since ¢'(z) = —2z we have

’ )= oy = %
f(g(x))g(w)—Qm( 27) T



O

EXAMPLE 3.10 Compute the derivative of 1/1/625 —
This is a quotient with a constant numerator, so we could
use the quotient rule, but it is simpler to use the chain

rule. The function is (625 — 2%)71/2, the composition
of f(z) = z~Y% and g(x) = 625 — z2. We compute
f(z) = (=1/2)2~%/2 using the power rule, and then

-1 x

flate)d' (@) = 5 (=22) = G5 —zyrz i

625 — 22)3/2

In practice, of course, you will need to use more than
one of the rules we have developed to compute the deriva-
tive of a complicated function.

EXAMPLE 3.11 Compute the derivative of
22 —1
V21

The “last” operation here is division, so to get started we
need to use the quotient rule first. This gives

(22 = 1) ava? +1— (2? — 1) (av22 + 1)
x?(z2 4+ 1)

222Vr2 + 1 — (22 — 1) (av/a2 + 1)
x?2(x2+1) '

fz) =

flz) =




Now we need to compute the derivative of :v\/:z:2 + 1. This
is a product, so we use the product rule:

%x\/x2+1:x%\/x2+l+\/x2+l.

Finally, we use the chain rule:

d
241= HY2 = 1)~Y2(22) =
T x? + dw(x+) 2(x+) (2z) =

And putting it all together:

22222 + 1 — (22 — 1)(zv/22 + 1)’-

f'(z) = x?(x2 +1)
22%V/22 +1— (22 - 1) ( 72 + \/3:27)
- x2(x2 +1)

This can be simplified of course, but we have done all the
calculus, so that only algebra is left. O

EXAMPLE 3.12 Compute the derivative of 1/1 4 1/1

Here we have a more complicated chain of compositions,
so we use the chain rule twice. At the outermost “layer”

we have the function g(z) = 1+ /1 + vz plugged into
f(z) = vz, so applying the chain rule once gives

1/2

4 v (1 ievE) L (i



Now we need the derivative of \/ 1+ +/z. Using the chain

rule again:

d

el 1+\/§:
dx

So the original derivative is

% 1+\/1+\/9E=;(1+\/1+\/:E>1/2;(1+\/§)

1
- SVIVI+ Vo 1+V/1+vVE 4

Using the chain rule, the power rule, and the product
rule, it is possible to avoid using the quotient rule entirely.

1 —1721




EXAMPLE 3.13 Compute the derivative of f(z) =

23

ol Write f(x) = 23 (z* + 1), then

f(x) x3%(x2 + 1) 4322 (22 1)

=23(=1)(z* +1)7%(2z) + 322 (22 + 1) !
=20 (2? +1)72 + 322 (2? + 1)
—2x% n 322
(@2 +1)2  22+1
=20t 322 (x? + 1)
T (@2+1)2 (x2 + 1)2
_ =224 + 324 + 322 2t + 322

(22 +1)2 (224 1)2

Note that we already had the derivative on the second
line; all the rest is simplification. It is easier to get to this
answer by using the quotient rule, so there’s a trade off:
more work for fewer memorized formulas. O

FExercises 3.5.

Find the derivatives of the functions. For extra practice, and
to check your answers, do some of these in more than one way
if possible.

1. 2" =322+ (1/2)2° + Tz —7 2 2° — 2% + 4z =

3. (®+1)°=> 4. /169 — 22 =



(x® — 4z + 5)1/25 — 2 = 6.
Vitat =
(1+ 32)* 10.
/25 _ 22
g = 12.
x
23— 22— (1/z) = 14.
Va+z3 = 16.
(a: + 8) 18.
(> +5)° = 20.
(1-42%)7° = 22.
4(20% — 2z +3)7? 24.
-3
422 —2x + 1 = 26.
(32 +1)(2z —4)* =  28.
2
z° -1
i 30.
Rt SN 32
3= —4x—2 )
1
= 34.

2z + 1)(z — 3)
2z +1)°(z° +1)* =

V1?2 —x2, ris a constant

1
T = =
(x> +z+1)
(1-x)
169
x
100/(100 — z*

- =

)3/2 =

\/(m2+1)2+ 1+ (22 +1

(4-a)°
(6 — 22°)*
5x+1-1/2) =
1
1+1/x =
(z° +1)(5—-22)/2 =
r+1
rz—1
(x—1)(z—2)
r—3 =

3(x +1)(22% — 1)(2z + 3)

(z+1)""+3)7"



36.

37.

38.

39.

Find an equation for the tangent line to f(z) = (z —
N3 (@ +ax—1) atz=1. =

Find an equation for the tangent line to y = 9z~ at (3,1).
=

Find an equation for the tangent line to (z°—4x+5)/25 —
at (3,8). =

2
1
Find an equation for the tangent line to (x(;r_ix;)) at
(2,-7). =
. Find an equation for the tangent line to \/ (22 + 1)2 + /1 +

at (1,1/4+V5). =






4

Trigonometric
Functions

So far we have used only algebraic functions as examples
when finding derivatives, that is, functions that can be
built up by the usual algebraic operations of addition, sub-
traction, multiplication, division, and raising to constant
powers. Both in theory and practice there are other func-
tions, called transcendental, that are very useful. Most
important among these are the trigonometric functions,
the inverse trigonometric functions, exponential functions,



and logarithms. In this chapter we investigate the trigono-
metric functions.

4.1 TRIGONOMETRIC FUNCTIONS

When you first encountered the trigonometric functions it
was probably in the context of “triangle trigonometry,”
defining, for example, the sine of an angle as the “side op-
posite over the hypotenuse.” While this will still be useful
in an informal way, we need to use a more expansive def-
inition of the trigonometric functions. First an important
note: while degree measure of angles is sometimes conve-
nient because it is so familiar, it turns out to be ill-suited
to mathematical calculation, so (almost) everything we do
will be in terms of radian measure of angles.



To define the radian measurement system, we consider
the unit circle in the zy-plane:

(cos z, sinx)

A

Y (1,0

An angle, x, at the center of the circle is associated with an
arc of the circle which is said to subtend the angle. In the
figure, this arc is the portion of the circle from point (1,0)
to point A. The length of this arc is the radian measure of
the angle z; the fact that the radian measure is an actual
geometric length is largely responsible for the usefulness
of radian measure. The circumference of the unit circle
is 2mr = 27(1) = 27, so the radian measure of the full
circular angle (that is, of the 360 degree angle) is 2.
While an angle with a particular measure can appear
anywhere around the circle, we need a fixed, conventional



location so that we can use the coordinate system to de-
fine properties of the angle. The standard convention is
to place the starting radius for the angle on the positive
zr-axis, and to measure positive angles counterclockwise
around the circle. In the figure, = is the standard location
of the angle /6, that is, the length of the arc from (1,0)
to A is /6. The angle y in the picture is —m/6, because
the distance from (1,0) to B along the circle is also /6,
but in a clockwise direction.

Now the fundamental trigonometric definitions are:
the cosine of z and the sine of z are the first and sec-
ond coordinates of the point A, as indicated in the figure.
The angle  shown can be viewed as an angle of a right
triangle, meaning the usual triangle definitions of the sine
and cosine also make sense. Since the hypotenuse of the
triangle is 1, the “side opposite over hypotenuse” defini-
tion of the sine is the second coordinate of point A over 1,
which is just the second coordinate; in other words, both
methods give the same value for the sine.

The simple triangle definitions work only for angles
that can “fit” in a right triangle, namely, angles between
0 and 7/2. The coordinate definitions, on the other hand,



apply to any angles, as indicated in this figure:

A

(cosz, sin z)

The angle x is subtended by the heavy arc in the figure,
that is, x = 7n/6. Both coordinates of point A in this
figure are negative, so the sine and cosine of 77 /6 are both
negative.



The remaining trigonometric functions can be most
easily defined in terms of the sine and cosine, as usual:

sinx
tanx =
Ccos T
Ccos T
cotr = —
sinx
1
secr =
Ccos T
1
CSCT = —
sinx

and they can also be defined as the corresponding ratios
of coordinates.

Although the trigonometric functions are defined in
terms of the unit circle, the unit circle diagram is not what
we normally consider the graph of a trigonometric func-
tion. (The unit circle is the graph of, well, the circle.) We
can easily get a qualitatively correct idea of the graphs of
the trigonometric functions from the unit circle diagram.
Consider the sine function, y = sinz. As z increases from
0 in the unit circle diagram, the second coordinate of the
point A goes from 0 to a maximum of 1, then back to 0,
then to a minimum of —1, then back to 0, and then it ob-
viously repeats itself. So the graph of y = sinz must look



something like this:

=
1

—27 —37/2 -7 —7/2 /2
-1

Similarly, as angle = increases from 0 in the unit circle
diagram, the first coordinate of the point A goes from 1
to 0 then to —1, back to 0 and back to 1, so the graph of
y = cos x must look something like this:

2N

|
L
3
|
w
3
(I
3
3
~
[\
' l
1
-

Exercises 4.1.

Some useful trigonometric identities are in appendix B.

1. Find all values of 0 such that sin(f) = —1; give your answer
in radians. =

2. Find all values of 6 such that cos(260) = 1/2; give your
answer in radians. =

3. Use an angle sum identity to compute cos(w/12). =
4. Use an angle sum identity to compute tan(57/12). =
5. Verify the identity cos®(t)/(1 — sin(t)) = 1 + sin(t).



Verify the identity 2 csc(260) = sec(0) csc(8).

Verify the identity sin(36) — sin(6) = 2 cos(26) sin(0).
Sketch y = 2sin(x).

Sketch y = sin(3z).

10. Sketch y = sin(—z).

11. Find all of the solutions of 2sin(t) — 1 —sin®(¢) = 0 in the
interval [0, 27]. =

© » 3

4.2 THE DERIVATIVE OF sinx

What about the derivative of the sine function? The rules
for derivatives that we have are no help, since sin z is not
an algebraic function. We need to return to the definition
of the derivative, set up a limit, and try to compute it.
Here’s the definition:

. . sin(z + Ax) — sinz

—sinz = lim .
d Az—0 Az

Using some trigonometric identities, we can make a little

progress on the quotient:
sin(xz + Ax) —sinz  sinz cos Az + sin Az cosz — sinz
Ax N Ax
cosAr —1 sin Az
T Ar A
This isolates the difficult bits in the two limits

=sinz

. cosAz — 1 . sin Az
lim ———— and lim
Az—0 Az Az—0 Az




Here we get a little lucky: it turns out that once we know
the second limit the first is quite easy. The second is quite
tricky, however. Indeed, it is the hardest limit we will
actually compute, and we devote a section to it.

4.3 A HARD LIMIT
We want to compute this limit:
sin Az

lim
Az—0 Az

Equivalently, to make the notation a bit simpler, we can
compute
sinx

lim
x—0 I
In the original context we need to keep x and Ax separate,
but here it doesn’t hurt to rename Ax to something more
convenient.
To do this we need to be quite clever, and to employ
some indirect reasoning. The indirect reasoning is embod-
ied in a theorem, frequently called the squeeze theorem.

THEOREM 4.1 Squeeze Theorem  Suppose that
g(x) < f(z) < h(z) for all z close to a but not equal to a.
If lim, 4 g(x) = L = lim,_,, h(x), then lim,_,, f(z) = L.

This theorem can be proved using the official definition
of limit. We won’t prove it here, but point out that it is



easy to understand and believe graphically. The condition
says that f(x) is trapped between g(x) below and h(x)
above, and that at * = a, both g and h approach the
same value. This means the situation looks something like
figure ‘fig:squeeze’. The wiggly curve is 22 sin(r/x), the
upper and lower curves are 2 and —x2. Since the sine
function is always between —1 and 1, —2? < 22 sin(n/z) <
x2, and it is easy to see that lim,_,q —2? = 0 = lim,_,q 2°.
It is not so easy to see directly, that is algebraically, that
lim, ¢ 2% sin(7/x) = 0, because the 7/ prevents us from
simply plugging in = 0. The squeeze theorem makes this
“hard limit” as easy as the trivial limits involving z2.

To do the hard limit that we want, lim,_,o(sinz)/z,
we will find two simpler functions g and h so that g(z) <
(sinz)/z < h(zx), and so that lim,_ g(z) = limg,_o h(x).
Not too surprisingly, this will require some trigonometry
and geometry. Referring to figure ‘fig:hard+limit’, x
is the measure of the angle in radians. Since the circle
has radius 1, the coordinates of point A are (cosz,sinx),
and the area of the small triangle is (coszsinx)/2. This
triangle is completely contained within the circular wedge-
shaped region bordered by two lines and the circle from
(1,0) to point A. Comparing the areas of the triangle and
the wedge we see (coszsinz)/2 < x/2, since the area of a
circular region with angle § and radius r is 6r2/2. With a
little algebra this turns into (sinz)/x < 1/ cosz, giving us
the h we seek.



To find g, we note that the circular wedge is completely
contained inside the larger triangle. The height of the tri-
angle, from (1,0) to point B, is tanx, so comparing areas
we get x/2 < (tanx)/2 = sinz/(2cosz). With a little
algebra this becomes cosz < (sinz)/x. So now we have

sinx 1
cosr < — < .
T cosT



Finally, the two limits lim,_,gcosz and lim,_,o1/cosz
are easy, because cos(0) = 1. By the squeeze theorem,
lim,_,o(sinz)/x =1 as well.
Before we can complete the calculation of the deriva-
tive of the sine, we need one other limit:
cosx — 1
im ——.
x—0 x
This limit is just as hard as sinz/x, but closely related to
it, so that we don’t have to a similar calculation; instead
we can do a bit of tricky algebra.

rx—1 —sin?;

cosr —1 cosr —1lcosx+1 cos?

x r cosx+1 x(cosz+1) z(cosz+

To compute the desired limit it is sufficient to compute the
limits of the two final fractions, as x goes to 0. The first



of these is the hard limit we’ve just done, namely 1. The
second turns out to be simple, because the denominator
presents no problem:

sinx sin 0 0
im = =—-=0.
z—0cosz+1 cosO+1 2
Thus,
cosr — 1
lim —— =0.
x—0 €T
Exercises 4.3.
1. Compute lim M = 2. Compute lim s¥n(7x)
=0 T =0 sin(2z)
3. Compute lim cot(4z) 4. Compute lim tanz =
z—0 csc(3x) =0 T

sinx — cosx
5. C te lim ————
ompute x—l>gl/4 cos(2x)
6. Forallz > 0,42 —9 < f(z) < 2> —42+7. Find lim f(z).
r—
=

7. For all z, 2z < g(z) < z* — 2? + 2. Find lim1 g(x). =
r—

8. Use the Squeeze Theorem to show that liIr%) z* cos(2/x) =
T—r
0.



4.4 1HE DERIVATIVE OF sInxT, CONTI!

Now we can complete the calculation of the derivative of
the sine:

d . . sin(x + Az) —sinx
—sinx = lim
dx Az—0 Az

. . cosAz —1 n sin Az
= lim sing——— +coszx
Az—0 Az Az

=ginx-0+4+cosx-1=cosz.

The derivative of a function measures the slope or
steepness of the function; if we examine the graphs of the
sine and cosine side by side, it should be that the latter
appears to accurately describe the slope of the former, and
indeed this is true:

/2 T 3mw/2 2

-1 ) -1
sin T

Notice that where the cosine is zero the sine does appear
to have a horizontal tangent line, and that the sine appears
to be steepest where the cosine takes on its extreme values
of 1 and —1.

Of course, now that we know the derivative of the sine,
we can compute derivatives of more complicated functions
involving the sine.



EXAMPLE 4.2 Compute the derivative of sin(z?).

d
— sin(z?) = cos(2?) - 2x = 2 cos(x?). =

EXAMPLE 4.3 Compute the derivative of sin®(z® —
5x).

d .o 3 _d 3 2
7 Sin (x° —bz) = T (sin(z® — 5z))
= 2(sin(x® — 5z))* cos(x® — 5x)(3z% — 5)
= 2(32% — 5) cos(z® — 5x) sin(x® — 5x).0
Exercises 4.4.

Find the derivatives of the following functions.

1. sin’(Vz) = 2. Vwsinz =
.1 4. m2. +x
sin sinx

5. v1—sin’z =

4.5 DERIVATIVES OF THE TRIGONOME

All of the other trigonometric functions can be expressed
in terms of the sine, and so their derivatives can easily be
calculated using the rules we already have. For the cosine
we need to use two identities,

, 7r
cosx = sin(x + 5),

, ™
sinz = —cos(z + 7).



Now:

d . (@ + 7T) @+ 7r) 1 .
—cosz = —sin(z+ =)=cos(z+=)-1=—sinzx
dx dx 2 2
d d sinz  cos?z +sin’x 1 9
—tanz = — = 5 = 5 =sec’ T
dx dxr cosx cos? x cos? x

d _ _ . sin
— secx = —(cosz) "t = —1(cosx) " ?(—sinz) = 5 =
dx dx cos? x

The derivatives of the cotangent and cosecant are similar
and left as exercises.

Exercises 4.5.

Find the derivatives of the following functions.

1. sinzcosz = 2. sin(cosz) =
3 rtanx = 4. tanz/(1+sinz) =
5. cotr = 6. cscr =
7. 2°sin(23z°) = 8. sin’z 4 cos’z =
9. sin(cos(6z)) =
d sect
10. Compute 071 sect

11. Compute %f cos(6t). =

d t3sin(3t)

12. C te — ————=.

OMPULe cos(2t)

13. Find all points on the graph of f(z) = sin®(z) at which
the tangent line is horizontal. =

14. Find all points on the graph of f(z) = 2sin(x) — sin®(z)
at which the tangent line is horizontal. =



15. Find an equation for the tangent line to sin®(z) at z = 7/3.
=

16. Find an equation for the tangent line to sec’ z at z = /3.
=

17. Find an equation for the tangent line to cos® z — sin2(4x)
at x = 7/6. =

18. Find the points on the curve y = x + 2cosx that have a
horizontal tangent line. =

19. Let C be a circle of radius 7. Let A be an arc on C sub-
tending a central angle 6. Let B be the chord of C' whose
endpoints are the endpoints of A. (Hence, B also subtends
0.) Let s be the length of A and let d be the length of B.
Sketch a diagram of the situation and compute lim+ s/d.

0—0

4.6 IMPLICIT DIFFERENTIATION

d
We have not yet verified the power rule, —z% = az® !,

dx

for non-integer a. There is a close relationship between z?

and z'/?>—these functions are inverses of each other, each
“undoing” what the other has done. Not surprisingly, this
means there is a relationship between their derivatives.

1/2

Let’s rewrite y = x'/? as y> = 2. We say that this

equation defines the function y = 22 implicitly because
while it is not an explicit expression y = ..., it is true that

if z = y? then y is in fact the square root function. Now,
for the time being, pretend that all we know of y is that

x = y?; what can we say about derivatives? We can take



the derivative of both sides of the equation:

4 d,
Az’ dz?
Then using the chain rule on the right hand side:

d
1=2y <dxy> =2yy’.

Then we can solve for y':

y/: 1 1 _1 —1/2_

2 22 2"
This is the power rule for z/2.

There is one little difficulty here. To use the chain
rule to compute d/dx(y*) = 2yy’ we need to know that the
function y has a derivative. All we have shown is that if
it has a derivative then that derivative must be z~1/2/2.
When using this method we will always have to assume
that the desired derivative exists, but fortunately this is a
safe assumption for most such problems.

Here’s another interesting feature of this calculation.
The equation z = y? defines more than one function im-
plicitly: y = —/x also makes the equation true. Following
exactly the calculation above we arrive at

1 1 1
/ = — = — = —— 71/2
Y =59y T oz T 27



So the single calculation leading to ¢y’ = 1/(2y) simultane-
ously computes the derivatives of both functions.

We can use the same technique to verify the product
rule for any rational power. Suppose y = z™/". Write
instead " = y" and take the derivative of each side to
get ma™ ' = ny" " 'y’. Then

, mxmfl majmfl

’y:

1 - _ m
m 1,]3 m(n 1)/n:7x'n

m

nynfl = n<xm/7b)n—1 = EZ‘ n
This example involves an inverse function defined im-
plicitly, but other functions can be defined implicitly, and
sometimes a single equation can be used to implicitly de-
fine more than one function. Here’s a familiar example.
The equation 2 = 22 + y? describes a circle of radius r.
The circle is not a function y = f(x) because for some
values of = there are two corresponding values of y. If we
want to work with a function, we can break the circle into
two pieces, the upper and lower semicircles, each of which
is a function. Let’s call these y = U(x) and y = L(z);
in fact this is a fairly simple example, and it’s possible
to give explicit expressions for these: U(z) = v/r2 — 2

and L(z) = —v/r?2 — 22 . But it’s somewhat easier, and
quite useful, to view both functions as given implicitly by
r? = 2% + 9% both r? = 22 + U(z)? and r* = 2 + L(x)?
are true, and we can think of 72 = 2% + 32 as defining both
U(z) and L(x).

Now we can take the derivative of both sides as be-
fore, remembering that y is not simply a variable but a



function—in this case, y is either U(x) or L(z) but we’re
not yet specifying which one. When we take the derivative
we just have to remember to apply the chain rule where y
appears.

d o d, o 2
dmr _dgc(gU +y7)
0 =2z + 2yy
, —2x T
y :72 = —_——

Y Y

Now we have an expression for ', but it contains y as well
as x. This means that if we want to compute 3’ for some
particular value of z we’ll have to know or compute y at
that value of x as well. It is at this point that we will need
to know whether y is U(x) or L(x). Occasionally it will
turn out that we can avoid explicit use of U(x) or L(z) by
the nature of the problem

EXAMPLE 4.4 Find the slope of the circle 4 = 22+

at the point (1,—v/3). Since we know both the z and y
coordinates of the point of interest, we do not need to
explicitly recognize that this point is on L(z), and we do
not need to use L(z) to compute y—but we could. Using
the calculation of 3’ from above,

gt 1 _ 1
y -3 V3

It is instructive to compare this approach to others.



We might have recognized at the start that (1,—v/3)

is on the function y = L(x) = —v/4 — 22. We could then
take the derivative of L(x), using the power rule and the
chain rule, to get

X
Vi-at

Then we could compute L'(1) = 1/v/3 by substituting 2 =
1.

L(2) = 5 (4~ a%) V2 (-21) =

Alternately, we could realize that the point is on L(z),
but use the fact that ' = —z/y. Since the point is on L(z)
we can replace y by L(z) to get

r X _ X
Y7L T Vi

without computing the derivative of L(x) explicitly. Then
we substitute x = 1 and get the same answer as before.
]

In the case of the circle it is possible to find the func-
tions U(x) and L(z) explicitly, but there are potential ad-
vantages to using implicit differentiation anyway. In some
cases it is more difficult or impossible to find an explicit
formula for y and implicit differentiation is the only way
to find the derivative.

EXAMPLE 4.5 Find the derivative of any function de-
fined implicitly by yz? 4+ y? = x. We treat y as an unspec-



ified function and use the chain rule:

d 9 o d

(y-2z+y 23 +2yy =1
yat 2y =y 20
’ —2xy
Y= —ST5-
% + 2y o
You might think that the step in which we solve for y’
could sometimes be difficult—after all, we're using implicit
differentiation here because we can’t solve the equation
yx? 4+ e = z for y, so maybe after taking the derivative we
get something that is hard to solve for /. In fact, this never
happens. All occurrences y’ come from applying the chain
rule, and whenever the chain rule is used it deposits a single
y’ multiplied by some other expression. So it will always
be possible to group the terms containing y’ together and
factor out the g/, just as in the previous example. If you
ever get anything more difficult you have made a mistake
and should fix it before trying to continue.
It is sometimes the case that a situation leads naturally
to an equation that defines a function implicitly.

EXAMPLE 4.6 Counsider all the points (x, y) that have
the property that the distance from (x,y) to (x1,y1) plus
the distance from (z,y) to (z2,y2) is 2a (a is some con-
stant). These points form an ellipse, which like a circle
is not a function but can viewed as two functions pasted



together. Because we know how to write down the dis-
tance between two points, we can write down an implicit
equation for the ellipse:

Ve =212+ (y—11)? + V(@ —22)? + (y — 12)? = 2a.

Then we can use implicit differentiation to find the slope of
the ellipse at any point, though the computation is rather
messy. O

Exercises 4.6.

In exercises 1-8, find a formula for the derivative 3’ at the point
(z,9):

1. P =1+2" =
2 + Ty + y2 =7=

N

3. x3+;ry2:y3+yx2:>
4. 4cosxsiny =1=
5. Vz+/y=9=
6. tan(z/y) =z +y =
7. sin(z +y) =zy =
8. S 41=7=
r oy
9.

A hyperbola passing through (8,6) consists of all points
whose distance from the origin is a constant more than
its distance from the point (5,2). Find the slope of the
tangent line to the hyperbola at (8,6). =

10. Compute 3 for the ellipse of example 4.6.

11. The graph of the equation > — 2y + 3> = 9 is an ellipse.
Find the lines tangent to this curve at the two points where



12.

13.

14.

15.

16.

it intersects the z-axis. Show that these lines are parallel.
=

Repeat the previous problem for the points at which the
ellipse intersects the y-axis. =

Find the points on the ellipse from the previous two prob-
lems where the slope is horizontal and where it is vertical.
=

Find an equation for the tangent line to z* = y* + z* at
(2,V12). (This curve is the kampyle of Eudoxus.) =

Find an equation for the tangent line to 2?3 +y2/3 =a?3
at a point (z1,y1) on the curve, with 1 # 0 and y1 # 0.

(This curve is an astroid.) =

Find an equation for the tangent line to (z*+y*)? = z*—y?

at a point (x1,y1) on the curve, with 1 # 0, —1,1. (This
curve is a lemniscate.) =

Definition. Two curves are orthogonal if at each point of
intersection, the angle between their tangent lines is 7/2. Two
families of curves, A and B, are orthogonal trajectories of
each other if given any curve C in A and any curve D in B
the curves C' and D are orthogonal. For example, the family
of horizontal lines in the plane is orthogonal to the family of
vertical lines in the plane.

17.

18.

Show that z® — y* = 5 is orthogonal to 4a® + 9y*> = 72.
(Hint: You need to find the intersection points of the two
curves and then show that the product of the derivatives
at each intersection point is —1.)

Show that z° + y*> = r? is orthogonal to y = mz. Con-
clude that the family of circles centered at the origin is
an orthogonal trajectory of the family of lines that pass
through the origin.



Note that there is a technical issue when m = 0. The
circles fail to be differentiable when they cross the z-axis.
However, the circles are orthogonal to the x-axis. Explain
why. Likewise, the vertical line through the origin requires
a separate argument.

19. For k # 0 and ¢ # 0 show that y*> — z° = k is orthogonal
to yx = c¢. In the case where k£ and c are both zero, the
curves intersect at the origin. Are the curves y2 —22=0
and yx = 0 orthogonal to each other?

20. Suppose that m # 0. Show that the family of curves
{y = mx +b| b € R} is orthogonal to the family of curves
{y=—(@/m)+clceR}

4.7 LIMITS REVISITED

We have defined and used the concept of limit, primarily in
our development of the derivative. Recall that lim f(z) =
r—a

L is true if, in a precise sense, f(x) gets closer and closer
to L as x gets closer and closer to a. While some limits are
easy to see, others take some ingenuity; in particular, the
limits that define derivatives are always difficult on their
face, since in

i @+ 82) — f(@)

Az—0 Az

both the numerator and denominator approach zero. Typ-
ically this difficulty can be resolved when f is a “nice”
function and we are trying to compute a derivative. Occa-
sionally such limits are interesting for other reasons, and



the limit of a fraction in which both numerator and denom-
inator approach zero can be difficult to analyze. Now that
we have the derivative available, there is another technique
that can sometimes be helpful in such circumstances.

Before we introduce the technique, we will also expand
our concept of limit. We will occasionally want to know
what happens to some quantity when a variable gets very
large or “goes to infinity”.

EXAMPLE 4.7 What happens to the function cos(1/z)|
as = goes to infinity? It seems clear that as = gets larger
and larger, 1/x gets closer and closer to zero, so cos(1/x)
should be getting closer and closer to cos(0) = 1. |

As with ordinary limits, this concept of “limit at infin-
ity” can be made precise. Roughly, we want lim f(z) =L
xr—r0o0

to mean that we can make f(z) as close as we want to L
by making x large enough. Compare this definition to the
definition of limit in section 2.3.

DEFINITION 4.8 Limit at infinity If f is a func-
tion, we say that 1i_>m f(z) = L if for every € > 0 there is
Tr—r0o0

an N > 0 so that whenever x > N, |f(z) — L] < e. We
may similarly define lim f(x)= L.
T——00

We include this definition for completeness, but we will
not explore it in detail. Suffice it to say that such limits
behave in much the same way that ordinary limits do; in
particular there is a direct analog of theorem 2.7.



Now consider this limit:
. x? -7
lim —
z—7  sinz
As x approaches 7, both the numerator and denominator
approach zero, so it is not obvious what, if anything, the
quotient approaches. We can often compute such limits by

application of the following theorem.

THEOREM 4.9 L’Hopital’s Rule For “sufficiently]
nice” functions f(z) and g(x), if li_r>n flx)y=0= li_r>n g(x)

/
or lim f(z) = +oo = hm g( ), and if lim ()
r—a

a—a g'(z)
@) T
then 1 g(@) ~ 2%k (@)

is replaced by “x — o0” or “z — —o0”.

exists,

. This remains true if “x — a”

This theorem is somewhat difficult to prove, in part
because it incorporates so many different possibilities, so
we will not prove it here. We also will not need to worry
about the precise definition of “sufficiently nice”, as the
functions we encounter will be suitable.

2 2

EXAMPLE 4.10 Compute lim u in two ways.
z—m  sinz

First we use L’Hopital’s Rule: Since the numerator
and denominator both approach zero,

lim = = lim ,
T —3TT QLI r T—7T COS 7T



provided the latter exists. But in fact this is an easy limit,
since the denominator now approaches —1, so

oz — g2 2T
lim ——— = — = —27.
z—=m Sinw -1

We don’t really need L'Hopital’s Rule to do this limit.
Rewrite it as

. r—T
lim (z + 7)—
T sin x
and note that
T—T T —T T
lim — =lim ——— = lim —

g—m sing  s—r —sin(x — )  2—0 sinz

since x — 7w approaches zero as x approaches m. Now

lim (z47) 2" = lim (z47) lim ———— = 27(~1) = —2n

T sinx T z—0 singz

as before. O
2% -3 7

EXAMPLE 4.11 Compute lim ——— 214 two

z—oo 2 + 47z 4+ 1
ways.

As z goes to infinity both the numerator and denomi-
nator go to infinity, so we may apply L’Hopital’s Rule:
T 202 — 3z +7 . 4r — 3
im ——— = lim ———.
z—oo 22 +4Tx +1 w00 20 + 47

In the second quotient, it is still the case that the numera-
tor and denominator both go to infinity, so we are allowed



to use L’Hopital’s Rule again:

dr -3 I 4 9
oo 25 + AT wobo0 2
So the original limit is 2 as well.
Again, we don’t really need L’Hopital’s Rule, and in
fact a more elementary approach is easier—we divide the

numerator and denominator by z:

202 —3x+7 . 222 -3x+T7%H -394
im ————— = lim ———— % = lim —F%—
z—oo 2 + 47z 4+ 1 asac>ogv2—|—47ﬂc—|—1x—2 z—oo 14 4T -

Now as = approaches infinity, all the quotients with some
power of z in the denominator approach zero, leaving 2
in the numerator and 1 in the denominator, so the limit
again is 2. O

-1
EXAMPLE 4.12 Compute lim b~
z—0 sinx
Both the numerator and denominator approach zero,

so applying L’Hopital’s Rule:

. secx—1 . secxtanx 1-0
lim —=lm ——=—=0.
z—=0 sinx z—0  COST 1 o
Exercises 4.7.
Compute the limits.
. cosx—1 .
1. thé 2. lim \/x2+x—\/m2—az
x—0 sinax T—r00



lim V2 +tT =3

xz—0 x
lim 2-vet2 =
r—2 4 — 332

lim —Vy+1+ vy —1 = 8.

Yy—00 Yy

1—x)¥/4 -1
P k) il N
x—0 xr

toVt

(u—1)°

t—0t

lim

u—1 (1/u) —u? +3/u—3

z—0t 2+ 1/\/x

x4 22 4 g1/3

lim 22/3 + g1/4

T—r00

1 - =

t—1

t—)ool_ t

t—1

[f1/tat

lim ol 0
a1 [T1/(2t+ 1) dt

lim COS T
z—/2 (7‘{'/2) — X
lim Ve
z—1+ x — 1
el 4 g1/2

lim ————— =
T —00 :L'+J:_1/2

=

4.

6.

10.

lim (1 + %) (Vt+1-1p=
.

16.

18.

20.

24.
26.

28.

o ) =1
1+ t2 —2t+1
t+5-2/t—1/t°
3t+12 — 1/12
imi\/i_1 =
r—1 1/\3/571
1
lim (H— ?) (4—1t)%% —¢

t—0

t—o0

2
o

I% V2 tl-1
.2+ (1/x)
1 P St A
20 3 — (2/2)
34+ V24t

2 4 4g—1/2

[t
. 1- t+1
lim ————
t—o0 9 _ 4t+1
t+2
x + x 1

lim — =
s—00 1 ++/1—z

T /t+(1/t) dt
lim —fl +( /) =
/T
x1/4—1

lim — =
x—1 x

-1
lim Ve =
z—1 x —1
. T+
lim ——
z—00 20 -+ 1‘72

lim

z—0t

€T —r 00

2



. The function f(z) =

S5+x 4x

lim —— = 30. lim —m =
z—o0 1 4+ 21 z—o00 /222 + 1
lim 3T Fe+2 32. lim ”x+1_1:>
z—0 $—4 z—0 \/w{-
i YEHLI-L 34, im VEHLIFL
=0 \/xr + 2 — 2 z—0t /r+1—1
2 —
im Y2 LT o g6 tim (p45) (- 4+ —
e0 T+ 1—1 z00 2 T +2

1
.l — 4 —
xir(r)1+(a:+5)<2 + éblf’“ (z+5) <2x +2>|

3 — — —
lim w = 40. lim w
x—2 x3 + 4 x—2 — 4
2>+ 4z + 8

i
ool 223 — 2

has two horizontal asymp-
x?+1

totes. Find them and give a rough sketch of f with its
horizontal asymptotes. =






5

Curve Sketching

Whether we are interested in a function as a purely math-
ematical object or in connection with some application to
the real world, it is often useful to know what the graph
of the function looks like. We can obtain a good picture
of the graph using certain crucial information provided by
derivatives of the function and certain limits.



9.1 MAXIMA AND MINIMA

A local maximum point on a function is a point (z,y)
on the graph of the function whose y coordinate is larger
than all other y coordinates on the graph at points “close
to” (x,y). More precisely, (z, f(z)) is a local maximum if
there is an interval (a,b) with a < z < b and f(z) > f(z)
for every z in (a, b). Similarly, (z,y) is a local minimum
point if it has locally the smallest y coordinate. Again
being more precise: (z, f(x)) is a local minimum if there is
an interval (a,b) with a < 2 < b and f(z) < f(z) for every
z in (a,b). A local extremum is either a local minimum
or a local maximum.

Local maximum and minimum points are quite dis-
tinctive on the graph of a function, and are therefore useful
in understanding the shape of the graph. In many applied
problems we want to find the largest or smallest value that
a function achieves (for example, we might want to find the
minimum cost at which some task can be performed) and
so identifying maximum and minimum points will be use-
ful for applied problems as well. Some examples of local
maximum and minimum points are shown in figure 5.1.

If (z, f(z)) is a point where f(x) reaches a local max-
imum or minimum, and if the derivative of f exists at =z,
then the graph has a tangent line and the tangent line
must be horizontal. This is important enough to state as
a theorem, though we will not prove it.



THEOREM 5.1 Fermat’s Theorem If f(z) has a
local extremum at x = a and f is differentiable at a, then

f'(a) = 0.

Thus, the only points at which a function can have a
local maximum or minimum are points at which the deriva-
tive is zero, as in the left hand graph in figure 5.1, or the
derivative is undefined, as in the right hand graph. Any
value of x for which f/(z) is zero or undefined is called a
critical value for f. When looking for local maximum
and minimum points, you are likely to make two sorts of
mistakes: You may forget that a maximum or minimum
can occur where the derivative does not exist, and so for-
get to check whether the derivative exists everywhere. You
might also assume that any place that the derivative is zero



is a local maximum or minimum point, but this is not true.
A portion of the graph of f(z) = 2® is shown in figure 5.2.
The derivative of f is f/'(z) = 322, and f/(0) = 0, but
there is neither a maximum nor minimum at (0,0).

Figure 5.2 No maximum or minimum even though
the derivative is zero.

Since the derivative is zero or undefined at both lo-
cal maximum and local minimum points, we need a way
to determine which, if either, actually occurs. The most
elementary approach, but one that is often tedious or dif-
ficult, is to test directly whether the y coordinates “near”
the potential maximum or minimum are above or below
the y coordinate at the point of interest. Of course, there
are too many points “near” the point to test, but a little
thought shows we need only test two provided we know



that f is continuous (recall that this means that the graph
of f has no jumps or gaps).

Suppose, for example, that we have identified three
points at which f’ is zero or nonexistent: (x1,y1), (z2,¥y2),
(z3,y3), and z1 < x2 < x3 (see figure 5.3). Suppose that
we compute the value of f(a) for 1 < a < x9, and that
f(a) < f(x2). What can we say about the graph between
a and z37 Could there be a point (b, f(b)), a < b < x4
with f(b) > f(z2)? No: if there were, the graph would
go up from (a, f(a)) to (b, £(b)) then down to (zq, f(z2))
and somewhere in between would have a local maximum
point. (This is not obvious; it is a result of the Extreme
Value Theorem, theorem 6.2.) But at that local maximum
point the derivative of f would be zero or nonexistent, yet
we already know that the derivative is zero or nonexistent
only at z1, x2, and x3. The upshot is that one computation
tells us that (zg, f(22)) has the largest y coordinate of any
point on the graph near x, and to the left of z5. We can
perform the same test on the right. If we find that on
both sides of x5 the values are smaller, then there must
be a local maximum at (z3, f(x2)); if we find that on both
sides of x5 the values are larger, then there must be a local
minimum at (z3, f(x2)); if we find one of each, then there
is neither a local maximum or minimum at zs.

It is not always easy to compute the value of a function
at a particular point. The task is made easier by the avail-
ability of calculators and computers, but they have their
own drawbacks—they do not always allow us to distinguish
between values that are very close together. Nevertheless,



because this method is conceptually simple and sometimes
easy to perform, you should always consider it.

EXAMPLE 5.2 Find all local maximum and minimum
points for the function f(z) = 2® — z. The derivative is

f'(x) = 3x* — 1. This is defined everywhere and is zero
at = £v/3/3. Looking first at z = v/3/3, we see that
f(V3/3) = —2v/3/9. Now we test two points on either
side of 2 = V/3 /3, making sure that neither is farther away
than the nearest critical value; since V3 < 3, V3 /3 < 1land
we can use = 0 and « = 1. Since f(0) = 0 > —2v/3/9
and f(1) = 0 > —2v/3/9, there must be a local minimum
at © = V/3/3. For x = —V/3/3, we see that f(—V3/3) =
2v/3/9. This time we can use z = 0 and 2 = —1, and we
find that f(—1) = £(0) = 0 < 2v/3/9, so there must be a

local maximum at z = —v/3/3. o



Of course this example is made very simple by our
choice of points to test, namely x = —1, 0, 1. We could
have used other values, say —5/4, 1/3, and 3/4, but this
would have made the calculations considerably more te-
dious.

EXAMPLE 5.3 Find all local maximum and minimum
points for f(x) = sinx 4 cosz. The derivative is f'(z) =
cosz — sinz. This is always defined and is zero whenever
cosz = sinx. Recalling that the cosx and sinx are the x
and y coordinates of points on a unit circle, we see that
cosx = sinx when x is /4, w/4+m, w/4+2x, 7 /4£3m, etc.
Since both sine and cosine have a period of 27w, we need
only determine the status of = 7/4 and z = 57/4. We
can use 0 and 7/2 to test the critical value z = w/4. We
find that f(7/4) = V2, f(0) =1 < V2 and f(x/2) = 1,
so there is a local maximum when = = 7/4 and also when
x =7/4+2r, w/4+ 47, etc. We can summarize this more
neatly by saying that there are local maxima at 7/4 4 2k
for every integer k.

We use 7 and 27 to test the critical value x = 57 /4.

The relevant values are f(5m/4) = V2, f(r) = -1 >

—V2, f(2r) = 1 > —V/2, so there is a local minimum at
x = b5n/4, br/4+2m, 5w /4+4m, etc. More succinctly, there
are local minima at 57/4 £ 2k7 for every integer k. O



FExercises 5.1.

In problems 1-12, find all local maximum and minimum points
(z,y) by the method of this section.

1.

3
5.
7

©

13.

14.

15.

16.

17.

y:x2fx:> 2. y:2+3x7x3:>
y:x379x2+24x:> 4 y:x4*21’2+3§
y =3z —42° = 6. y=(>-1/z =
y =3z - (1/2%) = 8. y=cos(2z) —z =
r—3 <3
f(x):{ijl i;; =10. f(z)={ 2> 3<z<5
= 1/z  =>5
fx)=2>—98z +4 = 12. f(m):{l_/zxg i;g =

For any real number x there is a unique integer n such that
n < x < n+1, and the greatest integer function is defined
as |z] = n. Where are the critical values of the greatest
integer function? Which are local maxima and which are
local minima?

Explain why the function f(z) = 1/x has no local maxima
or minima.

How many critical points can a quadratic polynomial func-
tion have? =

Show that a cubic polynomial can have at most two critical
points. Give examples to show that a cubic polynomial can
have zero, one, or two critical points.

Explore the family of functions f(z) = 2° 4 cz + 1 where ¢
is a constant. How many and what types of local extremes



are there? Your answer should depend on the value of c,
that is, different values of ¢ will give different answers.

18. We generalize the preceding two questions. Let n be a
positive integer and let f be a polynomial of degree n.
How many critical points can f have? (Hint: Recall the
Fundamental Theorem of Algebra, which says that a
polynomial of degree n has at most n roots.)

5.2 THE FIRST DERIVATIVE TEST

The method of the previous section for deciding whether
there is a local maximum or minimum at a critical value
is not always convenient. We can instead use information
about the derivative f/(z) to decide; since we have already
had to compute the derivative to find the critical values,
there is often relatively little extra work involved in this
method.

How can the derivative tell us whether there is a max-
imum, minimum, or neither at a point? Suppose that
f'(a) = 0. If there is a local maximum when z = a, the
function must be lower near x = a than it is right at z = a.
If the derivative exists near x = a, this means f'(x) > 0
when z is near a and = < a, because the function must
“slope up” just to the left of a. Similarly, f'(z) < 0 when
x is near a and = > a, because f slopes down from the
local maximum as we move to the right. Using the same
reasoning, if there is a local minimum at x = a, the deriva-
tive of f must be negative just to the left of a and positive
just to the right. If the derivative exists near a but does



not change from positive to negative or negative to pos-
itive, that is, it is positive on both sides or negative on
both sides, then there is neither a maximum nor minimum
when z = a. See the first graph in figure 5.1 and the graph
in figure 5.2 for examples.

EXAMPLE 5.4 Find all local maximum and minimum
points for f(x) = sin x+cos x using the first derivative test.
The derivative is f’(x) = cos z—sin x and from example 5.3
the critical values we need to consider are 7/4 and 57 /4.
The graphs of sinz and cosx are shown in figure 5.4.
Just to the left of m/4 the cosine is larger than the sine,
so f'(x) is positive; just to the right the cosine is smaller
than the sine, so f’(z) is negative. This means there is a
local maximum at 7/4. Just to the left of 57/4 the cosine
is smaller than the sine, and to the right the cosine is
larger than the sine. This means that the derivative f’(z)
is negative to the left and positive to the right, so f has a
local minimum at 57 /4. o

ey —
[o)
3

Ficure 5.4 The sine and cosine.



FExercises 5.2.

In 1-13, find all critical points and identify them as local max-
imum points, local minimum points, or neither.

1.

© X ow

14.
15.

16.

17.

y:x2fx:> 2. y:2+3x7x3:>
y:x379x2+24x:> 4. y:x4721’2+3:>
y=3z" —42® = 6. y= (" —1)/z >

y =3z - (1/2%) = 8. y=-cos(2z) —xz =

f@)=G-2)/(z+2) =10. f(z)=|2"—-121] =
fle)y=2*/(z+1) =  12. f(2)= {SQ sin(1/z) i 7:é
flx) = sin’z =

Find the maxima and minima of f(z) = secz. =

Let f(f) = cos’() — 2sin(f). Find the intervals where
f is increasing and the intervals where f is decreasing in
[0, 27]. Use this information to classify the critical points
of f as either local maximums, local minimums, or neither.
=

Let » > 0. Find the local maxima and minima of the
function f(x) = /72 — 22 on its domain [—r, r].

Let f(x) = az® + bz + ¢ with a # 0. Show that f has
exactly one critical point using the first derivative test.
Give conditions on a and b which guarantee that the crit-
ical point will be a maximum. It is possible to see this
without using calculus at all; explain.



9.9 J1HE SECOND DERIVATIVE TEST

The basis of the first derivative test is that if the derivative
changes from positive to negative at a point at which the
derivative is zero then there is a local maximum at the
point, and similarly for a local minimum. If f’ changes
from positive to negative it is decreasing; this means that
the derivative of f’, f”, might be negative, and if in fact
f" is negative then f’ is definitely decreasing, so there is
a local maximum at the point in question. Note well that
f! might change from positive to negative while f” is zero,
in which case f” gives us no information about the critical
value. Similarly, if f’ changes from negative to positive
there is a local minimum at the point, and f’ is increasing.
If f” > 0 at the point, this tells us that f’ is increasing,
and so there is a local minimum.

EXAMPLE 5.5 Consider again f(z) = sinz + cosz,
with f'(z) = cosxz — sinz and f”(zr) = —sinxz — cosz.
Since f"(7/4) = —V2/2 —V/2/2 = —V/2 < 0, we know
there is a local maximum at 7/4. Since f”(57/4) = — —
V2/2 — —V/2/2 = V2 > 0, there is a local minimum at
5m/4. |

When it works, the second derivative test is often the
easiest way to identify local maximum and minimum points.
Sometimes the test fails, and sometimes the second deriva-
tive is quite difficult to evaluate; in such cases we must fall
back on one of the previous tests.



EXAMPLE 5.6 Let f(z) = z*. The derivatives are
f'(z) = 42® and f”(x) = 1222, Zero is the only critical
value, but f”(0) = 0, so the second derivative test tells us
nothing. However, f(z) is positive everywhere except at
zero, so clearly f(z) has a local minimum at zero. On the
other hand, f(x) = —z* also has zero as its only critical
value, and the second derivative is again zero, but —z? has

a local maximum at zero. O
FEzxercises 5.3.

Find all local maximum and minimum points by the second
derivative test.

1. y=a’—z = 2. y=2+3z—2°=

3 y:x3—9m2+24m=> 4. y:x4—2x2+3=>

5. y=3z"—42° = 6. y=(2"—-1)/z =

7. y=3z"-(1/2°) = 8. y=cos(2z) —z =

9. y=4dz+Vl-z= 10. y=(z+1)/v/52%2+35=
11. y:xs—x:> 12. y =6z +sindzx =

13. y=z+1/z = 14. y=2"+1/z >

15. y=(z+5)"" = 16. y=tan’z =

17. y:cos2xfsin2m:> 18. y:sinSx:>

5.4 CONCAVITY AND INFLECTION POI}

We know that the sign of the derivative tells us whether
a function is increasing or decreasing; for example, when
f'(x) > 0, f(zx) is increasing. The sign of the second



derivative f”(z) tells us whether f’ is increasing or de-
creasing; we have seen that if f’ is zero and increasing at
a point then there is a local minimum at the point, and if
f! is zero and decreasing at a point then there is a local
maximum at the point. Thus, we extracted information
about f from information about f”.

We can get information from the sign of f” even when
/' is not zero. Suppose that f”(a) > 0. This means that
near r = a, f’ is increasing. If f’(a) > 0, this means
that f slopes up and is getting steeper; if f'(a) < 0, this
means that f slopes down and is getting less steep. The
two situations are shown in figure ‘fig:concave+up’. A
curve that is shaped like this is called concave up.

a a

Figure 5.5 f”(a) > 0: f'(a) positive and increasing,
/' (a) negative and increasing.

Now suppose that f”(a) < 0. This means that near
x = a, [’ is decreasing. If f'(a) > 0, this means that
f slopes up and is getting less steep; if f/(a) < 0, this
means that f slopes down and is getting steeper. The
two situations are shown in figure ‘fig:concave+down’. A

A1rve that 1@ chaned lilke thic i called concave dowvwn



If we are trying to understand the shape of the graph
of a function, knowing where it is concave up and concave
down helps us to get a more accurate picture. Of particular
interest are points at which the concavity changes from up
to down or down to up; such points are called inflection
points. If the concavity changes from up to down at = = a,
f" changes from positive to the left of a to negative to
the right of a, and usually f”(a) = 0. We can identify
such points by first finding where f”(z) is zero and then
checking to see whether f”(x) does in fact go from positive
to negative or negative to positive at these points. Note
that it is possible that f”’(a) = 0 but the concavity is the

same on both sides; f(z) = z* at £ = 0 is an example.

EXAMPLE 5.7 Describe the concavity of f(z) = 2® —
x. f'(x) = 32% — 1, f’(z) = 6. Since f”(0) = 0, there
is potentially an inflection point at zero. Since f”(z) > 0
when 2 > 0 and f”(z) < 0 when z < 0 the concavity does



change from down to up at zero, and the curve is concave
down for all z < 0 and concave up for all > 0. O

Note that we need to compute and analyze the second
derivative to understand concavity, so we may as well try
to use the second derivative test for maxima and minima.
If for some reason this fails we can then try one of the
other tests.

Ezxercises 5.4.

Describe the concavity of the functions in 1-18.

1. y:wQ—wé 2. y:2—|—3x—:r3:>

3. y:w3—9x2+24m:> 4. y:w4—2x2+3:>

5. y=3z"—42® = 6. y= (" —1)/z =

7. y=3z"—(1/2°) = 8. y=sinzx+cosz =

9. y=dzx++V1l—-z= 10. y=(z+1)/v/522 +35 =
11. y=2z"—2 = 12. y =6z +sin3z =

13. y=z+1/z = 14. y=2"+1/z =

15. y=(z+5)"" = 16. y=tan’z =

17. y:cos2z—sin2:c:> 18. y:sin3:)::>

19. Identify the intervals on which the graph of the function
f(z) = z* —42® +10 is of one of these four shapes: concave
up and increasing; concave up and decreasing; concave
down and increasing; concave down and decreasing. =

20. Describe the concavity of y = z® + bz® + cz + d. You will
need to consider different cases, depending on the values
of the coefficients.



21. Let n be an integer greater than or equal to two, and sup-
pose f is a polynomial of degree n. How many inflection
points can f have? Hint: Use the second derivative test
and the fundamental theorem of algebra.

5.5 ASYMPTOTES AND OTHER THINGS

A vertical asymptote is a place where the function becomes
infinite, typically because the formula for the function has
a denominator that becomes zero. For example, the re-
ciprocal function f(x) = 1/x has a vertical asymptote at
z = 0, and the function tan x has a vertical asymptote at
x = m/2 (and also at © = —7/2, x = 37/2, etc.). When-
ever the formula for a function contains a denominator it
is worth looking for a vertical asymptote by checking to
see if the denominator can ever be zero, and then check-
ing the limit at such points. Note that there is not al-
ways a vertical asymptote where the derivative is zero:
f(z) = (sinz)/z has a zero denominator at = = 0, but
since %1;% (sinx)/xz = 1 there is no asymptote there.

A horizontal asymptote is a horizontal line to which
f(z) gets closer and closer as  approaches co (or as x ap-
proaches —o0). For example, the reciprocal function has
the z-axis for a horizontal asymptote. Horizontal asymp-
totes can be identified by computing the limits »nggo f(z)

and lim f(z). Since lim 1/x = lim 1/z =0, the line
T——00 T—00 T——00

y = 0 (that is, the x-axis) is a horizontal asymptote in
both directions.



Some functions have asymptotes that are neither hor-
izontal nor vertical, but some other line. Such asymptotes
are somewhat more difficult to identify and we will ignore
them.

If the domain of the function does not extend out to
infinity, we should also ask what happens as = approaches
the boundary of the domain. For example, the function

y = f(z) = 1/4/r?2 — 22 has domain —r < z < r, and y
becomes infinite as x approaches either r or —r. In this
case we might also identify this behavior because when
& = %r the denominator of the function is zero.

If there are any points where the derivative fails to
exist (a cusp or corner), then we should take special note
of what the function does at such a point.

Finally, it is worthwhile to notice any symmetry. A
function f(z) that has the same value for —z as for z, i.e.,
f(—=z) = f(x), is called an “even function.” Its graph is
symmetric with respect to the y-axis. Some examples of
even functions are: z" when n is an even number, cosz,
and sin?z. On the other hand, a function that satisfies
the property f(—z) = —f(x) is called an “odd function.”
Its graph is symmetric with respect to the origin. Some
examples of odd functions are: ' when n is an odd num-
ber, sinx, and tan z. Of course, most functions are neither
even nor odd, and do not have any particular symmetry.



FExercises 5.5.

Sketch the curves. Identify clearly any interesting features, in-
cluding local maximum and minimum points, inflection points,

asymptotes, and intercepts.

1. y:x5—5m4+5x3

3. y=(z—1)>°*(x+3)>**
5 y:4x+m

7. y:xsfx

9. y=z+1/z

11. y=(z+5)"*
13. y= cos’ z —sin’z
15. y=xz(z®> 4+ 1)

17. y==x/(z* - 9)

19. y=2yz—=x
x € [0, 27]

21. y=(z—1)/(a?)

A

10.
12.
14.
16.
18.
20.

y:x3—3m2—9x+5
m2+m2y2 :a2y2, a> 0.
y=(z+1)/v5z%+ 35

y = 6z + sin 3z

y=2"+1/z
y:tan2x
y:sinSx

Y= 2 +62° + 9z
y=2%/(* +9)
y = 3sin(z) — sin®(z), for

For each of the following five functions, identify any vertical and
horizontal asymptotes, and identify intervals on which the func-
tion is concave up and increasing; concave up and decreasing;
concave down and increasing; concave down and decreasing.

22. f(0) = sec(H)

23. f(z)=1/(1+z%)
24. f
25. f
26. f(x)=1+1/(z%)



27. Let f(x) = 1/(z® — a®), where a > 0. Find any vertical
and horizontal asymptotes and the intervals upon which
the given function is concave up and increasing; concave
up and decreasing; concave down and increasing; concave
down and decreasing. Discuss how the value of a affects
these features.



6

Applications of the
Derivative

6.1 OPTIMIZATION

Many important applied problems involve finding the best
way to accomplish some task. Often this involves finding
the maximum or minimum value of some function: the
minimum time to make a certain journey, the minimum
cost for doing a task, the maximum power that can be
generated by a device, and so on. Many of these problems



can be solved by finding the appropriate function and then
using techniques of calculus to find the maximum or the
minimum value required.

Generally such a problem will have the following math-
ematical form: Find the largest (or smallest) value of f(z)
when a < z < b. Sometimes a or b are infinite, but fre-
quently the real world imposes some constraint on the val-
ues that x may have.

Such a problem differs in two ways from the local maxi-
mum and minimum problems we encountered when graph-
ing functions: We are interested only in the function be-
tween a and b, and we want to know the largest or smallest
value that f(x) takes on, not merely values that are the
largest or smallest in a small interval. That is, we seek not
a local maximum or minimum but a global maximum or
minimum, sometimes also called an absolute maximum
or minimum.

Any global maximum or minimum must of course be
a local maximum or minimum. If we find all possible local
extrema, then the global maximum, if it exists, must be
the largest of the local maxima and the global minimum,
if it exists, must be the smallest of the local minima. We
already know where local extrema can occur: only at those
points at which f'(x) is zero or undefined. Actually, there
are two additional points at which a maximum or minimum
can occur if the endpoints a and b are not infinite, namely,
at a and b. We have not previously considered such points
because we have not been interested in limiting a function
to a small interval. An example should make this clear.



EXAMPLE 6.1 Find the maximum and minimum val-
ues of f(z) = 2? on the interval [~2,1], shown in fig-
ure ‘fig:easy+max+min’. We compute f’'(z) = 2z, which
is zero at x = 0 and is always defined.

Since f/(1) = 2 we would not normally flag z =1 as a
point of interest, but it is clear from the graph that when
f(x) is restricted to [—2,1] there is a local mazimum at
x = 1. Likewise we would not normally pay attention to
x = —2, but since we have truncated f at —2 we have intro-
duced a new local maximum there as well. In a technical
sense nothing new is going on here: When we truncate f
we actually create a new function, let’s call it g, that is
defined only on the interval [—2,1]. If we try to compute
the derivative of this new function we actually find that it



does not have a derivative at —2 or 1. Why? Because to
compute the derivative at 1 we must compute the limit

o0+ Ax) — (1)
Az—0 Az

This limit does not exist because when Az > 0, g(1+ Ax)
is not defined. It is simpler, however, simply to remember
that we must always check the endpoints.

So the function g, that is, f restricted to [—2,1], has
one critical value and two finite endpoints, any of which
might be the global maximum or minimum. We could first
determine which of these are local maximum or minimum
points (or neither); then the largest local maximum must
be the global maximum and the smallest local minimum
must be the global minimum. It is usually easier, however,
to compute the value of f at every point at which the global
maximum or minimum might occur; the largest of these is
the global maximum, the smallest is the global minimum.

So we compute f(—2) =4, f(0) =0, f(1) = 1. The
global maximum is 4 at x = —2 and the global minimum
isOat x=0. O

It is possible that there is no global maximum or mini-
mum. It is difficult, and not particularly useful, to express
a complete procedure for determining whether this is the
case. Generally, the best approach is to gain enough under-
standing of the shape of the graph to decide. Fortunately,
only a rough idea of the shape is usually needed.

There are some particularly nice cases that are easy.
A continuous function on a closed interval [a, b] always has



both a global maximum and a global minimum, so exam-
ining the critical values and the endpoints is enough:

THEOREM 6.2 Extreme value theorem If f is
continuous on a closed interval [a,b], then it has both a
minimum and a maximum point. That is, there are real
numbers ¢ and d in [a, b] so that for every z in [a, b], f(z) <

f(c) and f(x) = f(d).

Another easy case: If a function is continuous and has
a single critical value, then if there is a local maximum
at the critical value it is a global maximum, and if it is a
local minimum it is a global minimum. There may also be
a global minimum in the first case, or a global maximum in
the second case, but that will generally require more effort
to determine.

EXAMPLE 6.3 Let f(z) = —2% + 42 — 3. Find the
maximum value of f(z) on the interval [0,4]. First note
that f/(x) = —2z+4 = 0 when « = 2, and f(2) = 1. Next
observe that f’(z) is defined for all z, so there are no other
critical values. Finally, f(0) = —3 and f(4) = —3. The
largest value of f(z) on the interval [0,4] is f(2) =1. O

EXAMPLE 6.4 Let f(v) = —2® + 42 — 3. Find the
maximum value of f(x) on the interval [—1,1].

First note that f/(x) = —2x +4 = 0 when z = 2. But
x = 2 is not in the interval, so we don’t use it. Thus the
only two points to be checked are the endpoints; f(—1) =



—8 and f(1) = 0. So the largest value of f(z) on [—1,1] is
f(1)=0. ]

EXAMPLE 6.5 Find the maximum and minimum val-
ues of the function f(z) =7+ |z — 2| for = between 1 and
4 inclusive. The derivative f’(x) is never zero, but f'(z)
is undefined at z = 2, so we compute f(2) = 7. Checking
the end points we get f(1) = 8 and f(4) = 9. The small-
est of these numbers is f(2) = 7, which is, therefore, the
minimum value of f(x) on the interval 1 < z < 4, and the
maximum is f(4) = 9. i

Figure 6.2 f(z) =2 -z

EXAMPLE 6.6 Find all local maxima and minima for
f(z) = 2% — z. and determine whether there is a global



maximum or minimum on the open interval (—2,2). In ex-
ample 5.2 we found a local maximum at (—v/3/3,2v/3/9)
and a local minimum at (v/3/3, —2v/3/9). Since the end-
points are not in the interval (—2,2) they cannot be consid-

ered. Is the lone local maximum a global maximum? Here
we must look more closely at the graph. We know that on

the closed interval [—v/3/3,V/3/3] there is a global maxi-

mum at x = —\/3/3 and a global minimum at x = \/5/3
So the question becomes: what happens between —2 and

—/3/3, and between v/3/3 and 2? Since there is a lo-
cal minimum at z = \/3/3, the graph must continue up
to the right, since there are no more critical values. This
means no value of f will be less than —2v/3/9 between
\/3/ 3 and 2, but it says nothing about whether we might
find a value larger than the local maximum 2v/3/9. How
can we tell? Since the function increases to the right of
V/3/3, we need to know what the function values do “close
to” 2. Here the easiest test is to pick a number and do a
computation to get some idea of what’s going on. Since
£(1.9) = 4.959 > 21/3/9, there is no global maximum at
—+/3/3, and hence no global maximum at all. (How can

we tell that 4.959 > 2\/5/9? We can use a calculator to
approximate the right hand side; if it is not even close to
4.959 we can take this as decisive. Since 2v/3/9 ~ 0.3849,
there’s really no question. Funny things can happen in the
rounding done by computers and calculators, however, so



we might be a little more careful, especially if the values
come out quite close. In this case we can convert the rela-

tion 4.959 > 2v/3/9 into (9/2)4.959 > v/3 and ask whether
this is true. Since the left side is clearly larger than 4 - 4

which is clearly larger than v/3, this settles the question.)

A similar analysis shows that there is also no global
minimum. The graph of f(z) on (—2,2) is shown in fig-
ure ‘fig:no+global+extrema’. O

EXAMPLE 6.7 Of all rectangles of area 100, which
has the smallest perimeter?

First we must translate this into a purely mathemati-
cal problem in which we want to find the minimum value
of a function. If x denotes one of the sides of the rectangle,
then the adjacent side must be 100/z (in order that the
area be 100). So the function we want to minimize is

flx) = 2x+2@
T

since the perimeter is twice the length plus twice the width
of the rectangle. Not all values of x make sense in this
problem: lengths of sides of rectangles must be positive,
so x > 0. If x > 0 then so is 100/, so we need no second
condition on =z.

We next find f/(z) and set it equal to zero: 0 = f'(z) =
2 —200/x2. Solving f'(x) = 0 for x gives us x = £10. We
are interested only in = > 0, so only the value x = 10 is of
interest. Since f/(z) is defined everywhere on the interval
(0, 00), there are no more critical values, and there are no



endpoints. Is there a local maximum, minimum, or neither
at x = 10? The second derivative is f”(z) = 400/2*, and
f7(10) > 0, so there is a local minimum. Since there is
only one critical value, this is also the global minimum,
so the rectangle with smallest perimeter is the 10 x 10
square. O

EXAMPLE 6.8 You want to sell a certain number n
of items in order to maximize your profit. Market research
tells you that if you set the price at $1.50, you will be
able to sell 5000 items, and for every 10 cents you lower
the price below $1.50 you will be able to sell another 1000
items. Suppose that your fixed costs (“start-up costs”)
total $2000, and the per item cost of production (“marginal
cost”) is $0.50. Find the price to set per item and the
number of items sold in order to maximize profit, and also
determine the maximum profit you can get.

The first step is to convert the problem into a function
maximization problem. Since we want to maximize profit
by setting the price per item, we should look for a function
P(z) representing the profit when the price per item is
x. Profit is revenue minus costs, and revenue is number
of items sold times the price per item, so we get P =
nz — 2000 — 0.50n. The number of items sold is itself
a function of x, n = 5000 + 1000(1.5 — x)/0.10, because
(1.5 — 2)/0.10 is the number of multiples of 10 cents that
the price is below $1.50. Now we substitute for n in the



profit function:

P(z)

(5000 + 1000(1.5 — 2)/0.10)z — 2000 — 0.5(5000 +
= —1000022 + 250002 — 12000

We want to know the maximum value of this function
when x is between 0 and 1.5. The derivative is P'(x) =
—20000x + 25000, which is zero when z = 1.25. Since
P"(z) = —20000 < 0, there must be a local maximum at
x = 1.25, and since this is the only critical value it must
be a global maximum as well. (Alternately, we could com-
pute P(0) = —12000, P(1.25) = 3625, and P(1.5) = 3000
and note that P(1.25) is the maximum of these.) Thus the
maximum profit is $3625, attained when we set the price
at $1.25 and sell 7500 items. O

EXAMPLE 6.9 Find the largest rectangle (that is, the
rectangle with largest area) that fits inside the graph of the
parabola y = 22 below the line y = a (a is an unspecified
constant value), with the top side of the rectangle on the
horizontal line y = a; see figure ‘fig:rectangle+optimizat

We want to find the maximum value of some function
A(z) representing area. Perhaps the hardest part of this
problem is deciding what x should represent. The lower
right corner of the rectangle is at (z, x2), and once this is
chosen the rectangle is completely determined. So we can
let the z in A(z) be the z of the parabola f(x) = 2. Then
the area is A(z) = (2z)(a — 2%) = —22° + 2ax. We want



the maximum value of A(z) when z is in [0,v/a]. (You
might object to allowing = 0 or & = v/a, since then
the “rectangle” has either no width or no height, so is not
“really” a rectangle. But the problem is somewhat easier
if we simply allow such rectangles, which have zero area.)

Setting 0 = A’'(x) = 62% 4 2a we get © = \/a/3 as the
only critical value. Testing this and the two endpoints, we
have A(0) = A(va) = 0 and A(y\/a/3) = (4/9)V/3a’/2.

The maximum area thus occurs when the rectangle has

dimensions 24/a/3 x (2/3)a. ]

EXAMPLE 6.10 If you fit the largest possible cone in-
side a sphere, what fraction of the volume of the sphere is



occupied by the cone? (Here by “cone” we mean a right
circular cone, i.e., a cone for which the base is perpendicu-
lar to the axis of symmetry, and for which the cross-section
cut perpendicular to the axis of symmetry at any point is
a circle.)

Let R be the radius of the sphere, and let » and h be
the base radius and height of the cone inside the sphere.
What we want to maximize is the volume of the cone:
7r’h/3. Here R is a fixed value, but r and h can vary.
Namely, we could choose r to be as large as possible—
equal to R—Dby taking the height equal to R; or we could
make the cone’s height h larger at the expense of making
r a little less than R. See the cross-section depicted in fig-
ure ‘fig:conet+in+sphere’. We have situated the picture
in a convenient way relative to the z and y axes, namely,



with the center of the sphere at the origin and the vertex
of the cone at the far left on the z-axis.

Notice that the function we want to maximize, 7r2h /3,
depends on two variables. This is frequently the case, but
often the two variables are related in some way so that
“really” there is only one variable. So our next step is
to find the relationship and use it to solve for one of the
variables in terms of the other, so as to have a function
of only one variable to maximize. In this problem, the
condition is apparent in the figure: the upper corner of
the triangle, whose coordinates are (h — R,7), must be on
the circle of radius R. That is,

(h— R)* +r* = R

We can solve for h in terms of r or for r in terms of h.

Either involves taking a square root, but we notice that
the volume function contains 72, not r by itself, so it is
easiest to solve for 72 directly: 72 = R* — (h — R)?. Then

we substitute the result into 7r2h/3:
V(h)==m(R*— (h— R)*)h/3
s 2
_ 77h3 “ h2
3 + 3™ R

We want to maximize V' (h) when h is between 0 and 2R.
Now we solve 0 = f/(h) = —mh? + (4/3)7hR, getting h =
0 or h = 4R/3. We compute V(0) = V(2R) = 0 and
V(4R/3) = (32/81)7 R®. The maximum is the latter; since
the volume of the sphere is (4/3)7R3, the fraction of the



sphere occupied by the cone is

(32/81)TR* 8

A a0k

O

EXAMPLE 6.11 You are making cylindrical contain-
ers to contain a given volume. Suppose that the top and
bottom are made of a material that is IV times as expensive
(cost per unit area) as the material used for the lateral side
of the cylinder. Find (in terms of N) the ratio of height
to base radius of the cylinder that minimizes the cost of
making the containers.

Let us first choose letters to represent various things:
h for the height, r for the base radius, V for the volume of
the cylinder, and c¢ for the cost per unit area of the lateral
side of the cylinder; V and c are constants, h and r are
variables. Now we can write the cost of materials:

c(2nrh) + Ne(2mr?).

Again we have two variables; the relationship is provided
by the fixed volume of the cylinder: V = 7mr?h. We use
this relationship to eliminate h (we could eliminate r, but
it’s a little easier if we eliminate h, which appears in only
one place in the above formula for cost). The result is

2
fir)y= QCWTLQ +2Nerr? = 2V + 2Nemr?.
o r



We want to know the minimum value of this function when
7 is in (0,00). We now set 0 = f'(r) = —2¢V/r* + 4Necrr,
giving » = {/V/(2Nr). Since f"(r) = 4cV/r® + 4Necr is
positive when r is positive, there is a local minimum at the
critical value, and hence a global minimum since there is
only one critical value.
Finally, since h = V/(7r?),
h Vv v

e e I

so the minimum cost occurs when the height h is 2N times
the radius. If, for example, there is no difference in the cost
of materials, the height is twice the radius (or the height

is equal to the diameter). |
A
I
!
I
b
I
!
I
_ a—x €T .
D B C

Figure 6.5 Minimizing travel time.

EXAMPLE 6.12 Suppose you want to reach a point

A 41 4 * 1. 41 . 91l rTC Y YA



figure 6.5). Suppose that the road is straight, and b is the
distance from A to the closest point C' on the road. Let v
be your speed on the road, and let w, which is less than
v, be your speed on the sand. Right now you are at the
point D, which is a distance a from C. At what point B
should you turn off the road and head across the sand in
order to minimize your travel time to A7

Let « be the distance short of C' where you turn off,
i.e., the distance from B to C. We want to minimize the
total travel time. Recall that when traveling at constant
velocity, time is distance divided by velocity.

You travel the distance DB at speed v, and then the
distance BA at speed w. Since DB = a — x and, by the

Pythagorean theorem, BA = v/22 + b2, the total time for

the trip is
a—2x N Va2 + b2

v w

f(z) =

We want to find the minimum value of f when z is between
0 and a. As usual we set f'(z) = 0 and solve for :
1 T
=S =t e
w\/z? + b2 = vz
w?(z? 4 b?) = v?a?
w2h? = (v — w?)a?
wb

r= ———
02 — w2



Notice that a does not appear in the last expression, but
a is not irrelevant, since we are interested only in critical

values that are in [0, a], and wb/v/v? — w? is either in this
interval or not. If it is, we can use the second derivative
to test it:
b2
"
)= —— .
(@) (22 + b2)3/2w

Since this is always positive there is a local minimum at
the critical point, and so it is a global minimum as well.

If the critical value is not in [0, a] it is larger than a. In
this case the minimum must occur at one of the endpoints.
We can compute

a b

f(0) = > + "
a2 2
flay= Y

but it is difficult to determine which of these is smaller by
direct comparison. If; as is likely in practice, we know the
values of v, w, a, and b, then it is easy to determine this.
With a little cleverness, however, we can determine the
minimum in general. We have seen that f”(x) is always
positive, so the derivative f/(z) is always increasing. We

know that at wb/+/v? —w? the derivative is zero, so for
values of x less than that critical value, the derivative is
negative. This means that f(0) > f(a), so the minimum
occurs when = = a.



So the upshot is this: If you start farther away from C
than wb/v/v? — w? then you always want to cut across the

sand when you are a distance wb/+/v? — w? from point C.
If you start closer than this to C, you should cut directly
across the sand. O

Summary—Steps to solve an optimization problem

1. Decide what the variables are and what the con-
stants are, draw a diagram if appropriate, under-
stand clearly what it is that is to be maximized
or minimized.

2. Write a formula for the function for which you
wish to find the maximum or minimum.

3. Express that formula in terms of only one variable,
that is, in the form f(x).

4. Set f'(x) = 0 and solve. Check all critical values
and endpoints to determine the extreme value.

FEzxercises 6.1.
14+4x —2? forz<3

1. Letf(x):{(m+5)/2 forx >3

Find the maximum value and minimum values of f(z) for
z in [0,4]. Graph f(x) to check your answers. =

2. Find the dimensions of the rectangle of largest area having
fixed perimeter 100. =

3. Find the dimensions of the rectangle of largest area having
fixed perimeter P. =



. A box with square base and no top is to hold a volume
100. Find the dimensions of the box that requires the least
material for the five sides. Also find the ratio of height to
side of the base. =

. A box with square base is to hold a volume 200. The
bottom and top are formed by folding in flaps from all four
sides, so that the bottom and top consist of two layers of
cardboard. Find the dimensions of the box that requires
the least material. Also find the ratio of height to side of
the base. =

. A box with square base and no top is to hold a volume
V. Find (in terms of V') the dimensions of the box that
requires the least material for the five sides. Also find the
ratio of height to side of the base. (This ratio will not
involve V.) =

. You have 100 feet of fence to make a rectangular play
area alongside the wall of your house. The wall of the
house bounds one side. What is the largest size possible
(in square feet) for the play area? =

. You have [ feet of fence to make a rectangular play area
alongside the wall of your house. The wall of the house
bounds one side. What is the largest size possible (in
square feet) for the play area? =

. Marketing tells you that if you set the price of an item at
$10 then you will be unable to sell it, but that you can sell
500 items for each dollar below $10 that you set the price.
Suppose your fixed costs total $3000, and your marginal
cost is $2 per item. What is the most profit you can make?
=



10.

11.

12.

13.

14.

15.

16.

Find the area of the largest rectangle that fits inside a
semicircle of radius 10 (one side of the rectangle is along
the diameter of the semicircle). =

Find the area of the largest rectangle that fits inside a
semicircle of radius r (one side of the rectangle is along
the diameter of the semicircle). =

For a cylinder with surface area 50, including the top and
the bottom, find the ratio of height to base radius that
maximizes the volume. =

For a cylinder with given surface area S, including the top
and the bottom, find the ratio of height to base radius that
maximizes the volume. =

You want to make cylindrical containers to hold 1 liter
using the least amount of construction material. The side
is made from a rectangular piece of material, and this can
be done with no material wasted. However, the top and
bottom are cut from squares of side 2r, so that 2(2r)2 =
8r? of material is needed (rather than 2772, which is the
total area of the top and bottom). Find the dimensions of
the container using the least amount of material, and also
find the ratio of height to radius for this container. =

You want to make cylindrical containers of a given vol-
ume V using the least amount of construction material.
The side is made from a rectangular piece of material,
and this can be done with no material wasted. However,
the top and bottom are cut from squares of side 2r, so
that 2(2r)> = 8r° of material is needed (rather than 2772,
which is the total area of the top and bottom). Find the
optimal ratio of height to radius. =

Given a right circular cone, you put an upside-down cone
inside it so that its vertex is at the center of the base of



17.

18.

19.

20.

the larger cone and its base is parallel to the base of the
larger cone. If you choose the upside-down cone to have
the largest possible volume, what fraction of the volume
of the larger cone does it occupy? (Let H and R be the
height and base radius of the larger cone, and let h and r
be the height and base radius of the smaller cone. Hint:
Use similar triangles to get an equation relating h and r.)
=

In example 6.12, what happens if w > v (i.e., your speed
on sand is at least your speed on the road)? =

A container holding a fixed volume is being made in the
shape of a cylinder with a hemispherical top. (The hemi-
spherical top has the same radius as the cylinder.) Find
the ratio of height to radius of the cylinder which mini-
mizes the cost of the container if (a) the cost per unit area
of the top is twice as great as the cost per unit area of
the side, and the container is made with no bottom; (b)
the same as in (a), except that the container is made with
a circular bottom, for which the cost per unit area is 1.5
times the cost per unit area of the side. =

A piece of cardboard is 1 meter by 1/2 meter. A square
is to be cut from each corner and the sides folded up to
make an open-top box. What are the dimensions of the
box with maximum possible volume? =

(a) A square piece of cardboard of side a is used to make an
open-top box by cutting out a small square from each cor-
ner and bending up the sides. How large a square should
be cut from each corner in order that the box have maxi-
mum volume? (b) What if the piece of cardboard used to
make the box is a rectangle of sides a and b7 =



21.

22.

23.

24.

25.

26.

A window consists of a rectangular piece of clear glass with
a semicircular piece of colored glass on top; the colored
glass transmits only 1/2 as much light per unit area as the
the clear glass. If the distance from top to bottom (across
both the rectangle and the semicircle) is 2 meters and the
window may be no more than 1.5 meters wide, find the
dimensions of the rectangular portion of the window that
lets through the most light. =

A window consists of a rectangular piece of clear glass with
a semicircular piece of colored glass on top. Suppose that
the colored glass transmits only k times as much light per
unit area as the clear glass (k is between 0 and 1). If the
distance from top to bottom (across both the rectangle and
the semicircle) is a fixed distance H, find (in terms of k)
the ratio of vertical side to horizontal side of the rectangle
for which the window lets through the most light. =

You are designing a poster to contain a fixed amount A of
printing (measured in square centimeters) and have mar-
gins of a centimeters at the top and bottom and b centime-
ters at the sides. Find the ratio of vertical dimension to
horizontal dimension of the printed area on the poster if
you want to minimize the amount of posterboard needed.
=

The strength of a rectangular beam is proportional to the
product of its width w times the square of its depth d.
Find the dimensions of the strongest beam that can be
cut from a cylindrical log of radius r. =

What fraction of the volume of a sphere is taken up by the
largest cylinder that can be fit inside the sphere? =

The U.S. post office will accept a box for shipment only
if the sum of the length and girth (distance around) is at



27.

28.

29.

30.

31.

most 108 in. Find the dimensions of the largest acceptable
box with square front and back. =

Find the dimensions of the lightest cylindrical can contain-
ing 0.25 liter (=250 cm®) if the top and bottom are made
of a material that is twice as heavy (per unit area) as the
material used for the side. =

A conical paper cup is to hold 1/4 of a liter. Find the
height and radius of the cone which minimizes the amount
of paper needed to make the cup. Use the formula 7mrv/r2 +
for the area of the side of a cone. =

A conical paper cup is to hold a fixed volume of water.
Find the ratio of height to base radius of the cone which
minimizes the amount of paper needed to make the cup.
Use the formula 7r+/r2 + h? for the area of the side of a
cone, called the lateral area of the cone. =

If you fit the cone with the largest possible surface area
(lateral area plus area of base) into a sphere, what percent
of the volume of the sphere is occupied by the cone? =

Two electrical charges, one a positive charge A of magni-
tude a and the other a negative charge B of magnitude b,



32.

33.

34.

are located a distance c apart. A positively charged parti-
cle P is situated on the line between A and B. Find where
P should be put so that the pull away from A towards B
is minimal. Here assume that the force from each charge
is proportional to the strength of the source and inversely
proportional to the square of the distance from the source.
=

Find the fraction of the area of a triangle that is occupied
by the largest rectangle that can be drawn in the triangle
(with one of its sides along a side of the triangle). Show
that this fraction does not depend on the dimensions of
the given triangle. =

How are your answers to Problem 9 affected if the cost
per item for the x items, instead of being simply $2, de-
creases below $2 in proportion to x (because of economy
of scale and volume discounts) by 1 cent for each 25 items
produced? =

You are standing near the side of a large wading pool of
uniform depth when you see a child in trouble. You can
run at a speed v; on land and at a slower speed w2 in
the water. Your perpendicular distance from the side of
the pool is a, the child’s perpendicular distance is b, and
the distance along the side of the pool between the closest
point to you and the closest point to the child is ¢ (see
the figure below). Without stopping to do any calculus,
you instinctively choose the quickest route (shown in the
figure) and save the child. Our purpose is to derive a
relation between the angle 61 your path makes with the
perpendicular to the side of the pool when you're on land,
and the angle 0> your path makes with the perpendicular
when you’re in the water. To do this, let  be the distance
between the closest point to you at the side of the pool



and the point where you enter the water. Write the total
time you run (on land and in the water) in terms of z (and
also the constants a,b, c,v1,v2). Then set the derivative
equal to zero. The result, called “Snell’s law” or the “law
of refraction,” also governs the bending of light when it
goes into water. =

Figure 6.7 Wading pool rescue.

6.2 RELATED RATES

Suppose we have two variables z and y (in most problems
the letters will be different, but for now let’s use = and
y) which are both changing with time. A “related rates”
problem is a problem in which we know one of the rates of
change at a given instant—say, & = dx/dt—and we want
to find the other rate § = dy/dt at that instant. (The use



of & to mean dz/dt goes back to Newton and is still used
for this purpose, especially by physicists.)
If y is written in terms of x, i.e., y = f(z), then this is
easy to do using the chain rule:
. dy dy dr dy.
= —— = —— - — = —7XI.
Y=t T dr dt  da
That is, find the derivative of f(x), plug in the value of x
at the instant in question, and multiply by the given value
of & = dzx/dt to get y = dy/dt.

EXAMPLE 6.13 Suppose an object is moving along
a path described by y = 2, that is, it is moving on a
parabolic path. At a particular time, say ¢ = 5, the x
coordinate is 6 and we measure the speed at which the x
coordinate of the object is changing and find that dz/dt =
3. At the same time, how fast is the y coordinate changing?

Using the chain rule, dy/dt = 2z - dz/dt. At t =5 we
know that z = 6 and dz/dt = 3, so dy/dt = 2-6-3 =
36. O

In many cases, particularly interesting ones, x and y
will be related in some other way, for example x = f(y), or
F(x,y) = k, or perhaps F(z,y) = G(z,y), where F(z,y)
and G(x,y) are expressions involving both variables. In all
cases, you can solve the related rates problem by taking the
derivative of both sides, plugging in all the known values
(namely, z, y, and &), and then solving for .



To summarize, here are the steps in doing a related
rates problem:

1. Decide what the two variables are.
Find an equation relating them.

Take d/dt of both sides.

Plug in all known values at the instant in question.

AN S S

Solve for the unknown rate.

EXAMPLE 6.14 A plane is flying directly away from
you at 500 mph at an altitude of 3 miles. How fast is the
plane’s distance from you increasing at the moment when
the plane is flying over a point on the ground 4 miles from
you?

To see what’s going on, we first draw a schematic rep-
resentation of the situation, as in figure 6.8.

Figure 6.8 Receding airplane.

Because the plane is in level flight directly away from
you, the rate at which z changes is the speed of the plane,
dx/dt = 500. The distance between you and the plane is



y; it is dy/dt that we wish to know. By the Pythagorean
Theorem we know that 22 +9 = 32, Taking the derivative:

2 = 2yy.

We are interested in the time at which x = 4; at this time

we know that 42 + 9 = 2, so y = 5. Putting together all
the information we get

2(4)(500) = 2(5)gy.
Thus, y = 400 mph. O

EXAMPLE 6.15 You are inflating a spherical balloon
at the rate of 7 cm?/sec. How fast is its radius increasing
when the radius is 4 cm?

Here the variables are the radius r and the volume V.
We know dV/dt, and we want dr/dt. The two variables
are related by means of the equation V = 473 /3. Taking
the derivative of both sides gives dV/dt = 4nr?+. We now
substitute the values we know at the instant in question:
7 = 474%7, so 7 = 7/(647) cm/sec. ]

EXAMPLE 6.16 Water is poured into a conical con-
tainer at the rate of 10 cm®/sec. The cone points directly
down, and it has a height of 30 cm and a base radius of
10 cm; see figure ‘fig:cone+tank’. How fast is the water
level rising when the water is 4 cm deep (at its deepest
point)?



The water forms a conical shape within the big cone;
its height and base radius and volume are all increasing as
water is poured into the container. This means that we
actually have three things varying with time: the water
level h (the height of the cone of water), the radius r of
the circular top surface of water (the base radius of the
cone of water), and the volume of water V. The volume
of a cone is given by V = nr?h/3. We know dV/dt, and
we want dh/dt. At first something seems to be wrong: we
have a third variable » whose rate we don’t know.

«— 10 —

h

|

Figure 6.9 Conical water tank.

But the dimensions of the cone of water must have
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because of similar triangles, r/h = 10/30 so r = h/3.
Now we can eliminate 7 from the problem entirely: V =
m(h/3)*h/3 = 7h3/27. We take the derivative of both
sides and plug in h = 4 and dV/dt = 10, obtaining 10 =
(37 - 4%/27)(dh/dt). Thus, dh/dt = 90/(167) cm/sec. O

EXAMPLE 6.17 A swing consists of a board at the
end of a 10 ft long rope. Think of the board as a point P
at the end of the rope, and let  be the point of attachment
at the other end. Suppose that the swing is directly below
@ at time ¢t = 0, and is being pushed by someone who
walks at 6 ft/sec from left to right. Find (a) how fast the
swing is rising after 1 sec; (b) the angular speed of the rope
in deg/sec after 1 sec.

We start out by asking: What is the geometric quan-
tity whose rate of change we know, and what is the ge-
ometric quantity whose rate of change we’re being asked
about? Note that the person pushing the swing is mov-
ing horizontally at a rate we know. In other words, the
horizontal coordinate of P is increasing at 6 ft/sec. In the
xy-plane let us make the convenient choice of putting the
origin at the location of P at time ¢t = 0, i.e., a distance 10
directly below the point of attachment. Then the rate we
know is dx/dt, and in part (a) the rate we want is dy/dt
(the rate at which P is rising). In part (b) the rate we

want is = df/dt, where 6 stands for the angle in radians
through which the swing has swung from the vertical. (Ac-



tually, since we want our answer in deg/sec, at the end we
must convert df/dt from rad/sec by multiplying by 180/7.)
(a) From the diagram we see that we have a right triangle
whose legs are x and 10 — y, and whose hypotenuse is
10. Hence z? + (10 — y)? = 100. Taking the derivative
of both sides we obtain: 2zz + 2(10 — y)(0 —y) = 0. We
now look at what we know after 1 second, namely x = 6
(because z started at 0 and has been increasing at the rate
of 6 ft/sec for 1 sec), y = 2 (because we get 10 —y = 8
from the Pythagorean theorem applied to the triangle with
hypotenuse 10 and leg 6), and & = 6. Putting in these
values gives us 2:6-6 —2- 8y = 0, from which we can easily
solve for y: ¢ = 4.5 ft/sec.



(b) Here our two variables are = and 6, so we want to use
the same right triangle as in part (a), but this time relate
6 to x. Since the hypotenuse is constant (equal to 10), the
best way to do this is to use the sine: sinf = x/10. Taking

derivatives we obtain (cosf)§ = 0.1i. At the instant in
question (¢ = 1 sec), when we have a right triangle with

sides 6-8-10, cos = 8/10 and & = 6. Thus (8/10)§ =
6/10, i.e., 6 = 6/8 = 3/4 rad/sec, or approximately 43
deg/sec. o

We have seen that sometimes there are apparently
more than two variables that change with time, but in
reality there are just two, as the others can be expressed
in terms of just two. But sometimes there really are sev-
eral variables that change with time; as long as you know
the rates of change of all but one of them you can find
the rate of change of the remaining one. As in the case
when there are just two variables, take the derivative of
both sides of the equation relating all of the variables, and
then substitute all of the known values and solve for the
unknown rate.

EXAMPLE 6.18 A road running north to south crosses]
a road going east to west at the point P. Car A is driving
north along the first road, and car B is driving east along
the second road. At a particular time car A is 10 kilome-
ters to the north of P and traveling at 80 km/hr, while
car B is 15 kilometers to the east of P and traveling at



100 km/hr. How fast is the distance between the two cars
changing?
Let a(t) be the distance of car A north of P at time
t, and b(t) the distance of car B east of P at time ¢, and
let ¢(t) be the distance from car A to car B at time ¢. By
the Pythagorean Theorem, c(t)® = a(t)? + b(t)?. Taking
derivatives we get 2c(t)c’(t) = 2a(t)a’(t) + 2b(t)b'(t), so
ad + bb _aa+ bb
c /a2 + b2
Substituting known values we get:
o 10-80 +15-100 460
V10% + 152 V13

at the time of interest. O

~ 127.6km/hr

Notice how this problem differs from example 6.14. In
both cases we started with the Pythagorean Theorem and



took derivatives on both sides. However, in example 6.14
one of the sides was a constant (the altitude of the plane),
and so the derivative of the square of that side of the trian-
gle was simply zero. In this example, on the other hand, all
three sides of the right triangle are variables, even though
we are interested in a specific value of each side of the
triangle (namely, when the sides have lengths 10 and 15).
Make sure that you understand at the start of the problem
what are the variables and what are the constants.

FEzxercises 6.2.

1. A cylindrical tank standing upright (with one circular base
on the ground) has radius 20 cm. How fast does the water
level in the tank drop when the water is being drained at
25 cm?® /sec? =

2. A cylindrical tank standing upright (with one circular base
on the ground) has radius 1 meter. How fast does the wa-
ter level in the tank drop when the water is being drained
at 3 liters per second? =

3. A ladder 13 meters long rests on horizontal ground and
leans against a vertical wall. The foot of the ladder is
pulled away from the wall at the rate of 0.6 m/sec. How
fast is the top sliding down the wall when the foot of the
ladder is 5 m from the wall? =

4. A ladder 13 meters long rests on horizontal ground and
leans against a vertical wall. The top of the ladder is
being pulled up the wall at 0.1 meters per second. How
fast is the foot of the ladder approaching the wall when
the foot of the ladder is 5 m from the wall? =



5.

10.

A rotating beacon is located 2 miles out in the water. Let
A be the point on the shore that is closest to the beacon.
As the beacon rotates at 10 rev/min, the beam of light
sweeps down the shore once each time it revolves. Assume
that the shore is straight. How fast is the point where
the beam hits the shore moving at an instant when the
beam is lighting up a point 2 miles along the shore from
the point A? =

. A baseball diamond is a square 90 ft on a side. A player

runs from first base to second base at 15 ft/sec. At what
rate is the player’s distance from third base decreasing
when she is half way from first to second base? =

. Sand is poured onto a surface at 15 cm®/sec, forming a

conical pile whose base diameter is always equal to its
altitude. How fast is the altitude of the pile increasing
when the pile is 3 cm high? =

. A boat is pulled in to a dock by a rope with one end

attached to the front of the boat and the other end pass-
ing through a ring attached to the dock at a point 5 ft
higher than the front of the boat. The rope is being pulled
through the ring at the rate of 0.6 ft/sec. How fast is the
boat approaching the dock when 13 ft of rope are out? =

. A balloon is at a height of 50 meters, and is rising at

the constant rate of 5 m/sec. A bicyclist passes beneath
it, traveling in a straight line at the constant speed of 10
m/sec. How fast is the distance between the bicyclist and
the balloon increasing 2 seconds later? =

A pyramid-shaped vat has square cross-section and stands
on its tip. The dimensions at the top are 2 m X 2 m,
and the depth is 5 m. If water is flowing into the vat
at 3 m®/min, how fast is the water level rising when the



11.

12.

13.

depth of water (at the deepest point) is 4 m? Note: the
volume of any “conical” shape (including pyramids) is
(1/3)(height)(area of base). =

The sun is rising at the rate of 1/4 deg/min, and appears
to be climbing into the sky perpendicular to the horizon,
as depicted in figure 6.12. How fast is the shadow of a 200
meter building shrinking at the moment when the shadow
is 500 meters long? =

The sun is setting at the rate of 1/4 deg/min, and appears
to be dropping perpendicular to the horizon, as depicted
in figure 6.12. How fast is the shadow of a 25 meter wall
lengthening at the moment when the shadow is 50 meters
long? =

Figure 6.12 Sunrise or sunset.

The trough shown in figure 6.13 is constructed by fastening
together three slabs of wood of dimensions 10 ft x 1 ft,
and then attaching the construction to a wooden wall at
each end. The angle 0 was originally 30°, but because of
poor construction the sides are collapsing. The trough is
full of water. At what rate (in ft/sec) is the water spilling
out over the top of the trough if the sides have each fallen



14.

15.

16.

17.

to an angle of 45°, and are collapsing at the rate of 1° per
second? =

A woman 5 ft tall walks at the rate of 3.5 ft /sec away from
a streetlight that is 12 ft above the ground. At what rate is
the tip of her shadow moving? At what rate is her shadow
lengthening? =

A man 1.8 meters tall walks at the rate of 1 meter per sec-
ond toward a streetlight that is 4 meters above the ground.
At what rate is the tip of his shadow moving? At what
rate is his shadow shortening? =

A police helicopter is flying at 150 mph at a constant al-
titude of 0.5 mile above a straight road. The pilot uses
radar to determine that an oncoming car is at a distance
of exactly 1 mile from the helicopter, and that this dis-
tance is decreasing at 190 mph. Find the speed of the car.
=

A police helicopter is flying at 200 kilometers per hour at
a constant altitude of 1 km above a straight road. The
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19.

20.

21.

pilot uses radar to determine that an oncoming car is at a
distance of exactly 2 kilometers from the helicopter, and
that this distance is decreasing at 250 kph. Find the speed
of the car. =

A light shines from the top of a pole 20 m high. A ball
is falling 10 meters from the pole, casting a shadow on a
building 30 meters away, as shown in figure ‘fig:falling+b
When the ball is 25 meters from the ground it is falling at
6 meters per second. How fast is its shadow moving? =

Figure 6.14 Falling ball.

Do example 6.18 assuming that the angle between the two
roads is 120° instead of 90° (that is, the “north-south”
road actually goes in a somewhat northwesterly direction
from P). Recall the law of cosines: ¢® = a®+b*> —2abcos 6.
=

Do example 6.18 assuming that car A is 300 meters north
of P, car B is 400 meters east of P, both cars are going at
constant speed toward P, and the two cars will collide in
10 seconds. =

Do example 6.18 assuming that 8 seconds ago car A started
from rest at P and has been picking up speed at the steady



22.

23.

24.

25.

rate of 5 m/sec®, and 6 seconds after car A started car B
passed P moving east at constant speed 60 m/sec. =

Referring again to example 6.18, suppose that instead of
car B an airplane is flying at speed 200 km/hr to the east
of P at an altitude of 2 km, as depicted in figure 6.15. How
fast is the distance between car and airplane changing? =

Figure 6.15 Car and airplane.

Referring again to example 6.18, suppose that instead of
car B an airplane is flying at speed 200 km/hr to the east
of P at an altitude of 2 km, and that it is gaining altitude
at 10 km/hr. How fast is the distance between car and
airplane changing? =

A light shines from the top of a pole 20 m high. An object
is dropped from the same height from a point 10 m away,
so that its height at time ¢ seconds is h(t) = 20 — 9.8t%/2.
How fast is the object’s shadow moving on the ground one
second later? =

The two blades of a pair of scissors are fastened at the
point A as shown in figure ‘fig:scissors’. Let a denote

1 1 1 11 1 e .



B). Let 8 denote the angle at the tip of the blade that is
formed by the line AB and the bottom edge of the blade,
line BC, and let 6 denote the angle between AB and the
horizontal. Suppose that a piece of paper is cut in such a
way that the center of the scissors at A is fixed, and the
paper is also fixed. As the blades are closed (i.e., the angle
0 in the diagram is decreased), the distance x between A
and C' increases, cutting the paper.

a. Express = in terms of a, 6, and (5.
b. Express dz/dt in terms of a, 0, 8, and d@/dt.

c. Suppose that the distance a is 20 cm, and the angle
B is 5°. Further suppose that € is decreasing at 50
deg/sec. At the instant when 6 = 30°, find the rate
(in cm/sec) at which the paper is being cut. =

oo}

)
L'

Figure 6.16  Scissors.



0.0 NEWTON’S METHOD

Suppose you have a function f(x), and you want to find as
accurately as possible where it crosses the z-axis; in other
words, you want to solve f(x) = 0. Suppose you know of no
way to find an exact solution by any algebraic procedure,
but you are able to use an approximation, provided it can
be made quite close to the true value. Newton’s method is
a way to find a solution to the equation to as many decimal
places as you want. It is what is called an “iterative pro-
cedure,” meaning that it can be repeated again and again
to get an answer of greater and greater accuracy. Iterative
procedures like Newton’s method are well suited to pro-
gramming for a computer. Newton’s method uses the fact
that the tangent line to a curve is a good approximation
to the curve near the point of tangency.

EXAMPLE 6.19 Approximate v/3. Since v/3 is a solu-
tion to 2% = 3 or 2 —3 = 0, we use f(r) = 2% —3. We start
by guessing something reasonably close to the true value;
this is usually easy to do; let’s use V3 &~ 2. Now use the
tangent line to the curve when x = 2 as an approximation
to the curve, as shown in figure ‘fig:newtons+method’.
Since f’(x) = 2z, the slope of this tangent line is 4 and
its equation is y = 4o — 7. The tangent line is quite close
to f(x), so it crosses the z-axis near the point at which
f(x) crosses, that is, near v/3. It is easy to find where the
tangent line crosses the z-axis: solve 0 = 4z — 7 to get
x = 7/4 = 1.75. This is certainly a better approximation



than 2, but let us say not close enough. We can improve
it by doing the same thing again: find the tangent line
at z = 1.75, find where this new tangent line crosses the
z-axis, and use that value as a better approximation. We
can continue this indefinitely, though it gets a bit tedious.
Lets see if we can shortcut the process. Suppose the best
approximation to the intercept we have so far is x;. To find
a better approximation we will always do the same thing:
find the slope of the tangent line at z;, find the equation

of the tangent line, find the z-intercept. The slope is 2x;.

The tangent line is y = (2z;)(x — z;) + (27 — 3), using

the point-slope formula for a line. Finally, the intercept
is found by solving 0 = (2z;)(x — ;) + (27 — 3). With
a little algebra this turns into = (z? + 3)/(2x;); this is
the next approximation, which we naturally call z;;. In-
stead of doing the whole tangent line computation every
time we can simply use this formula to get as many ap-
proximations as we want. Starting with zo = 2, we get
z1 = (v3+3)/(220) = (22 +3)/4 = 7/4 (the same approx-
imation we got above, of course), zo = (23 + 3)/(2z1) =
((7/4)% +3)/(7/2) = 97/56 ~ 1.73214, 23 ~ 1.73205, and
so on. This is still a bit tedious by hand, but with a calcu-
lator or, even better, a good computer program, it is quite
easy to get many, many approximations. We might guess
already that 1.73205 is accurate to two decimal places, and
in fact it turns out that it is accurate to 5 places. O

Let’s think about this process in more general terms.
We want to approximate a solution to f(xz) = 0. We start



with a rough guess, which we call zg. We use the tangent
line to f(x) to get a new approximation that we hope will
be closer to the true value. What is the equation of the
tangent line when x = x¢? The slope is f'(z() and the line
goes through (zg, f(x0)), so the equation of the line is

y = f'(x0)(x —20) + f(x0).



Now we find where this crosses the z-axis by substituting
y = 0 and solving for z:

» = Zof'(zo) = flzo) _ f(z0)

=9 — .
f'(wo) f'(wo)
We will typically want to compute more than one of these
improved approximations, so we number them consecu-
tively; from xg we have computed x1:

_ xof'(w0) = flwo) _ f (o)

Zo )
f'(xo) f' (o)
and in general from z; we compute z;1:

P C7) Rl )Y A C7)
a () T @)

EXAMPLE 6.20 Returning to the previous example,
f(x) = 2*=3, f'(x) = 2z, and the formula becomes x; 4, =
z; — (22 — 3)/(22;) = (#? + 3)/(2x;), as before. ]

In practice, which is to say, if you need to approximate
a value in the course of designing a bridge or a building or
an airframe, you will need to have some confidence that the
approximation you settle on is accurate enough. As a rule
of thumb, once a certain number of decimal places stop
changing from one approximation to the next it is likely
that those decimal places are correct. Still, this may not
be enough assurance, in which case we can test the result
for accuracy.



EXAMPLE 6.21 Find the x coordinate of the intersec-
tion of the curves y = 2z and y = tanx, accurate to three
decimal places. To put this in the context of Newton’s
method, we note that we want to know where 22 = tanx
or f(z) =tanz — 2z = 0. We compute f'(x) = sec® z — 2
and set up the formula:

tanz; — 2x;

Titl =TT e Ti—2

From the graph in figure ‘fig:tanx+vs+x’ we guess g = 1
as a starting point, then using the formula we compute
x1 = 1.310478030, xo = 1.223929096, x3 = 1.176050900,
xq = 1.165926508, x5 = 1.165561636. So we guess that
the first three places are correct, but that is not the same
as saying 1.165 is correct to three decimal places—1.166
might be the correct, rounded approximation. How can we
tell? We can substitute 1.165, 1.1655 and 1.166 into tan z—
2x; this gives —0.002483652, —0.000271247, 0.001948654.
Since the first two are negative and the third is positive,
tan x — 2x crosses the x axis between 1.1655 and 1.166, so
the correct value to three places is 1.166. O

FExercises 6.3.

1. Approximate the fifth root of 7, using zo = 1.5 as a first
guess. Use Newton’s method to find x3 as your approxi-
mation. =

2. Use Newton’s Method to approximate the cube root of 10
to two decimal places. =



3. The function f(z) = z° — 3z° — 3z 4 6 has a root between
3 and 4, because f(3) = —3 and f(4) = 10. Approximate
the root to two decimal places. =

4. A rectangular piece of cardboard of dimensions 8 x 17
is used to make an open-top box by cutting out a small
square of side x from each corner and bending up the sides.
(See exercise 6.1.20.) If = 2, then the volume of the box
is 2-4-13 = 104. Use Newton’s method to find a value of x
for which the box has volume 100, accurate to 3 significant
figures. =

6.4 LINEAR APPROXIMATIONS

Newton’s method is one example of the usefulness of the
tangent line as an approximation to a curve. Here we ex-
plore another such application.



Recall that the tangent line to f(x) at a point z = a
is given by L(z) = f'(a)(z — a) + f(a). The tangent line
in this context is also called the linear approximation
to f at a.

If f is differentiable at a then L is a good approxi-
mation of f so long as x is “not too far” from a. Put
another way, if f is differentiable at a then under a mi-
croscope f will look very much like a straight line. Fig-
ure ‘fig:linear+approximation’ shows a tangent line to

y = 2 at three different magnifications.

If we want to approximate f(b), because computing it
exactly is difficult, we can approximate the value using a
linear approximation, provided that we can compute the
tangent line at some a close to b.

0.370

0.365 1

0.360

0.355

0.350

T T T T 1 T T
0.50 0.55 0.60 0.65 0.70 0.590 0.595 0

Figure 6.19 The linear approximation to y = z2.



EXAMPLE 6.22 Let f(z) = Vo +4. Then f'(z) =
1/(2y/x +4). The linear approximation to f at x = 5 is
L(z) =1/(2v5 +4)(x—5)+V5 +4 = (£—5)/6+3. As an
immediate application we can approximate square roots of
numbers near 9 by hand. To estimate v/10, we substitute
6 into the linear approximation instead of into f(z), so

V6+4 =~ (6—5)/6+3 =19/6 ~ 3.16. This rounds to 3.17
while the square root of 10 is actually 3.16 to two decimal
places, so this estimate is only accurate to one decimal
place. This is not too surprising, as 10 is really not very
close to 9; on the other hand, for many calculations, 3.2
would be accurate enough. O

With modern calculators and computing software it
may not appear necessary to use linear approximations.
But in fact they are quite useful. In cases requiring an
explicit numerical approximation, they allow us to get a
quick rough estimate which can be used as a “reality check”
on a more complex calculation. In some complex calcula-
tions involving functions, the linear approximation makes
an otherwise intractable calculation possible, without seri-
ous loss of accuracy.

EXAMPLE 6.23 Consider the trigonometric function
sinz. Its linear approximation at « = 0 is simply L(z) = z.
When z is small this is quite a good approximation and
is used frequently by engineers and scientists to simplify
some calculations. O



DEFINITION 6.24 Let y = f(x) be a differentiable
function. We define a new independent variable dz, and a
new dependent variable dy = f’(z) dx. Notice that dy is a
function both of z (since f/(z) is a function of z) and of
dx. We say that dr and dy are differentials.

Let Ax =z —a and Ay = f(z) — f(a). If z is near a
then Az is small. If we set do = Ax then

Ay
P / ~ —
dy = f'(a)dz ~ Az = Ay.

Thus, dy can be used to approximate Ay, the actual change
in the function f between a and z. This is exactly the
approximation given by the tangent line:

dy = f'(a)(x—a) = f'(a)(z—a)+f(a)= f(a) = L(z)—f(a).

While L(z) approximates f(z), dy approximates how f(z)
has changed from f(a). Figure ‘fig:differentials’ il-
lustrates the relationships.

Ezxercises 6.4.

1. Let f(z) = 2. If a =1 and dz = Az = 1/2, what are Ay
and dy? =

2. Let f(z) = Vz. If a = 1 and dz = Az = 1/10, what are
Ay and dy? =

3. Let f(z) =sin(2z). If a = 7 and dz = Az = 7/100, what
are Ay and dy? =

4. Use differentials to estimate the amount of paint needed
to apply a coat of paint 0.02 cm thick to a sphere with



diameter 40 meters. (Recall that the volume of a sphere
of radius r is V' = (4/3)7r®. Notice that you are given
that dr = 0.02.) =

5. Show in detail that the linear approximation of sinz at
x = 01is L(z) = x and the linear approximation of coszx
at x =01is L(z) = 1.

6.5 THE MEAN VALUE THEOREM

Here are two interesting questions involving derivatives:

1. Suppose two different functions have the same
derivative; what can you say about the relation-
ship between the two functions?



2. Suppose you drive a car from toll booth on a toll
road to another toll booth at an average speed of
70 miles per hour. What can be concluded about
your actual speed during the trip? In particular,
did you exceed the 65 mile per hour speed limit?

While these sound very different, it turns out that
the two problems are very closely related. We know that
“speed” is really the derivative by a different name; let’s
start by translating the second question into something
that may be easier to visualize. Suppose that the function
f(t) gives the position of your car on the toll road at time
t. Your change in position between one toll booth and
the next is given by f(¢1) — f(to), assuming that at time
to you were at the first booth and at time ¢; you arrived
at the second booth. Your average speed for the trip is
(f(t1) — f(to))/(t1 — to). If we think about the graph of
f(t), the average speed is the slope of the line that con-
nects the two points (tg, f(t0)) and (¢1, f(t1)). Your speed
at any particular time ¢ between ty and t; is f'(¢), the
slope of the curve. Now question (2) becomes a question
about slope. In particular, if the slope between endpoints
is 70, what can be said of the slopes at points between the
endpoints?

As a general rule, when faced with a new problem it
is often a good idea to examine one or more simplified
versions of the problem, in the hope that this will lead to
an understanding of the original problem. In this case, the
problem in its “slope” form is somewhat easier to simplify
than the original, but equivalent, problem.



Here is a special instance of the problem. Suppose
that f(to) = f(¢t1). Then the two endpoints have the same
height and the slope of the line connecting the endpoints
is zero. What can we say about the slope between the
endpoints? It shouldn’t take much experimentation before
you are convinced of the truth of this statement: Some-
where between ty and t; the slope is exactly zero, that is,
somewhere between ty and ¢ the slope is equal to the slope
of the line between the endpoints. This suggests that per-
haps the same is true even if the endpoints are at different
heights, and again a bit of experimentation will probably
convince you that this is so. But we can do better than
“experimentation”—we can prove that this is so.

We start with the simplified version:

THEOREM 6.25 Rolle’s Theorem  Suppose that
f(z) has a derivative on the interval (a,b), is continuous
on the interval [a,b], and f(a) = f(b). Then at some value
c€ (a,b), f'(c)=0.

Proof. We know that f(z) has a maximum and mini-
mum value on [a, b] (because it is continuous), and we also
know that the maximum and minimum must occur at an
endpoint, at a point at which the derivative is zero, or at a
point where the derivative is undefined. Since the deriva-
tive is never undefined, that possibility is removed.

If the maximum or minimum occurs at a point ¢, other
than an endpoint, where f’(c¢) = 0, then we have found the
point we seek. Otherwise, the maximum and minimum
both occur at an endpoint, and since the endpoints have



the same height, the maximum and minimum are the same.
This means that f(z) = f(a) = f(b) at every = € [a, b], so
the function is a horizontal line, and it has derivative zero
everywhere in (a,b). Then we may choose any ¢ at all to
get f'(c) = 0. [ ]

Perhaps remarkably, this special case is all we need to
prove the more general one as well.

THEOREM 6.26 Mean Value Theorem  Suppose
that f(x) has a derivative on the interval (a,b) and is con-
tinuous on the interval [a, b]. Then at some value ¢ € (a,b),

b) — f(a
R UES (G}
Proof. Let m = M, and consider a new func-

b—a
tion g(z) = f(z) — m(z — a) — f(a). We know that g(z)
has a derivative everywhere, since ¢'(z) = f'(z) — m. We
can compute g(a) = f(a) —m(a —a) — f(a) =0 and

_f(bl)):g(a)(b_a)

= f(b) = (f(b) = f(a)) = £(

So the height of g(x) is the same at both endpoints. This
means, by Rolle’s Theorem, that at some ¢, ¢’(¢) = 0. But
we know that ¢’'(¢) = f/(¢) — m, so

f(0) = f(a)

b—a '

0=7'(c)~m=r"(c) -



which turns into

exactly what we want. [

Returning to the original formulation of question (2),
we see that if f(¢) gives the position of your car at time
t, then the Mean Value Theorem says that at some time
¢, f'(¢) = 70, that is, at some time you must have been
traveling at exactly your average speed for the trip, and
that indeed you exceeded the speed limit.

Now let’s return to question (1). Suppose, for example,
that two functions are known to have derivative equal to
5 everywhere, f/(x) = ¢'(x) = 5. It is easy to find such
functions: 5z, 5x+47, 5z —132, etc. Are there other, more
complicated, examples? No—the only functions that work
are the “obvious” ones, namely, 5z plus some constant.
How can we see that this is true?

Although “5” is a very simple derivative, let’s look at
an even simpler one. Suppose that f/'(z) = ¢'(z) = 0.
Again we can find examples: f(z) =0, f(z) =47, f(z) =
—511 all have f’(z) = 0. Are there non-constant functions
f with derivative 0?7 No, and here’s why: Suppose that
f(z) is not a constant function. This means that there
are two points on the function with different heights, say
f(a) # f(b). The Mean Value Theorem tells us that at
some point ¢, f'(¢) = (f(b) — f(a))/(b—a) # 0. So any

non-constant function does not have a derivative that is



zero everywhere; this is the same as saying that the only
functions with zero derivative are the constant functions.

Let’s go back to the slightly less easy example: suppose
that f'(z) = ¢'(x) = 5. Then (f(z) — g(x))" = f'(z) —
¢'(x) = 5—5 = 0. So using what we discovered in the
previous paragraph, we know that f(z) — g(z) = k, for
some constant k. So any two functions with derivative 5
must differ by a constant; since 5z is known to work, the
only other examples must look like bz + k.

Now we can extend this to more complicated functions,
without any extra work. Suppose that f/(z) = ¢'(x). Then
as before (f(2)~g(2))' = f'(x)—g'(z) = 0, 50 f(z)—g(x) =
k. Again this means that if we find just a single function
g(z) with a certain derivative, then every other function
with the same derivative must be of the form g(x) + k.

EXAMPLE 6.27 Describe all functions that have deriva
tive 5z — 3. It’s easy to find one: g(z) = (5/2)z? — 3z has
g'(x) = bx — 3. The only other functions with the same
derivative are therefore of the form f(z) = (5/2)x? —3z+k.

Alternately, though not obviously, you might have first
noticed that g(x) = (5/2)x% — 3x + 47 has ¢/(x) = 5z — 3.
Then every other function with the same derivative must
have the form f(x) = (5/2)a? — 3x 4 47 + k. This looks
different, but it really isn’t. The functions of the form
f(z) = (5/2)2® — 3x + k are exactly the same as the ones
of the form f(z) = (5/2)a® — 3z + 47 + k. For example,
(5/2)x? —3x 410 is the same as (5/2)x? — 3z +47 4 (—37),



and the first is of the first form while the second has the
second form. O

This is worth calling a theorem:

THEOREM 6.28 If f/(x) = ¢'(x) for every x € (a,b),
then for some constant k, f(x) = g(z) 4+ k on the interval
(a,b). ]

EXAMPLE 6.29 Describe all functions with derivative
sinz. One such function is —cosx, so all such functions
have the form — cosx + k. O

FExercises 6.5.

1. Let f(z) = 2. Find a value ¢ € (—1,2) so that f'(c)
equals the slope between the endpoints of f(x) on [—1,2].
=

2. Verify that f(z) = z/(z + 2) satisfies the hypotheses of
the Mean Value Theorem on the interval [1,4] and then
find all of the values, ¢, that satisfy the conclusion of the
theorem. =

3. Verify that f(z) = 3z/(z + 7) satisfies the hypotheses of
the Mean Value Theorem on the interval [—2, 6] and then
find all of the values, ¢, that satisfy the conclusion of the
theorem.

4. Let f(z) = tanz. Show that f(7) = f(27) = 0 but there
is no number ¢ € (m,27) such that f'(c) = 0. Why does
this not contradict Rolle’s theorem?



10.

11.

. Let f(x) = (x—3) 2. Show that there is no value ¢ € (1,4)

such that f'(c) = (f(4) — f(1))/(4 —1). Why is this not a
contradiction of the Mean Value Theorem?

. Describe all functions with derivative 2% + 47z — 5. =

Describe all functions with derivative sin(2z). =

. Show that the equation 6z* — 7Tz + 1 = 0 does not have

more than two distinct real roots.

. Let f be differentiable on R. Suppose that f'(z) # 0 for

every x. Prove that f has at most one real root.

Prove that for all real x and y |cosz — cosy| < |z — y|.
State and prove an analogous result involving sine.

Show that v1+z <1+ (z/2)if —1<z < 1.
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(2/3)z + (1/3)
y=—2

(=2/3)z +(1/3)
y=2r+2 2 —1
y=—a+6,6,6
y=x/2+1/2,1/2,
—1

1.1.7.

1.1.8.

1.1.9.

y = 3/2, y-
intercept: 3/2, no
z-intercept

y = (-2/3)z -2,
-2, -3
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y=0,y=—2x+2, 1.2.2. (a) Az =2, Ay =
y=2x+2 3, m=3/2,y=
y = 75t, 164 min- (3/2)x — 3, V13
utes (b) Az = —1,
y = (9/5)z + 32, Ay =3, m = -3,
(_40,_40) y:—3$+2, \/ﬁ
(c) Az = -2, Ay =
0.03z + 1.2 NG
(a) y = 1.2.6. (z+2/7)%* + (y —
0 0<z<100  41/7)% = 1300/49
((E/lO)—lO 100§x§3l‘qq0{$|x23/2}
x — 910 1000 < z
1.3.2. {x|x# -1}
y =
0.15z 0<}&3oqbp| v # L and z #
{0.2855 —2528.50 19450 < «x §4}050
0.33z — 4881 4705034z HTG20 0}
(a) P= —0.000lz+  1.3.5. {z |z € R}, ie., all

2 x
(b) & = —10000P + 1.3.6. {z |z >0}

I 1.3.7. {x | h—r <z <
(2/25)z — (16/5) h+r}

(@) a2 +y2=9 1.3.8. {z|x>1}
b) (x—52+(y— 1.39. {o| -1/3 <z <
6)2=9 1/3}
() (+5)%+(y+ 1.3.10. {z|z>0and z #

6)2=9 1}



11.

12.
13.

14.

15.

16.

{r|x>0and z #
1}

R

{z [z >3}, {z]
x > 0}

A = z(500 — 2x),
{z]0 <z <250}

V = r(50 — 7r?),
{r|0<r<
\/50/7}

A = 2mr? + 2000/,
{r|0<r< oo}
5, —2.47106145,

—2.4067927,
—2.400676, —2.4

_4/3, —24/7, 7/24,
3/4
—0.107526881,
—0.11074197,
_0.1110741,

1 1
33+Az) 9

3+ 3Ax + Azx?
7*>

1+ Az
3

2.1.5.

2.1.6.
2.2.1.

2.2.2.

2.2.3.

2.3.1.
2.3.2.
2.3.3.
2.3.4.
2.3.5.
2.3.6.
2.3.7.
2.3.8.
2.3.9.
2.3.10.
2.3.11.
2.3.12.
2.3.13.
2.3.14.
2.3.15.

3.31, 3.003001,
3.0000,

3+3Az+ Az? =3
m

10, 25/2, 20, 15, 25,
35.

5, 4.1, 4.01, 4.001,
4+ At —4

~10.29, —9.849,
—9.8049,

—9.8 — 4.9At —
-9.8

7

5

0
undefined
1/6

0

3

172

0

2

does not exist
V2

3a?

512

4



16.
18.

= T A I A
H O ®©® LN W R

e N

—~ O

a) 8, (b) 6, (c) dne,
d) _27 (e) _17 (f)
,(8) 7, (h) 6, (i) 3,
j) =3/2, (k) 6, (1)

—~

N o

. —x//169 — a2
. —9.8t
. 2r+1/2?

2ax +b

. 32

. =2/(2x +1)3/2
. 5/(t+2)?
.y=—13z+17
. -8

1002%°
—1002101
—5376

7T$7T71

(3/4)z= 1/
_(9/7)$—16/7

1527 4 24z

—20z* + 62+ 10/2°
—30x + 25

3.2.4.
3.2.5.

3.2.6.
3.2.7.

3.2.8.
3.2.9.

3.2.11.

3.2.12.
3.3.1.

3.3.2.

3.3.3.

3.3.4.

6x° 4+ 2z — 8
322 + 62— 1

92° —x/m
y=13z/4+5

y =24z — 48 — 1
—49t/5+ 5, —49/5

n
E kagzt!
k=1

23/16 — 32 /4 + 4

322 (2% — 52 +10) +
23(32% — 5)

(2% 4 5z — 3) (52t —
182% + 62 — 7) +
(22 + 5)(2° — 62° +
322 — Tz +1)

V625 — 22
20/
zy/x
V625 — 22
-1
219625 — 22
201/625 — 22

221



L.5.
L.6G.
L.8.

.9,

. 1.
. 2.

=42z - 3),

y=4x -7
322
3 —br+10
23(32? — 5)
(23 — bz + 10)2
2 +5

3.5.3.
3.5.4.

3.5.5.

—6x3+3x2—7x+1§56
(x + 52 — 3)(ba* — 182 + 62 — 7

6(z* +1)°z

V169 — 22 —

2% /\/169 — 22

(22 — 4)v/25 — x2—
(22 — 4z +
5)z/v/25 — x?

—.’E r2 — 2

(25 — 623 + 322 — T3-9-T)? Zx“’/v 14zt

1
N
23/2
(625 — 22)3/2
—1
21625 — 22

20V/625 — 22

21

T
y=172/4 — 41/4
y=11z/16 — 15/16
y = 19/160 —
5x/338

13/18

4o —9x? v+ 7
3% —4x +2/\x

3.5.8.

3.5.9.

3.5.10.

3.5.11.

3.5.12.

3.5.13.

3.5.14.

3.5.15.

1z - \/@3/2

6+ 18z

20 +1 22+z+1
11—z (1-2)2
—1/v/25 — 22 —
V25 — 22 /x?

169 6
IESONE
322 — 2z + 1/2?
2/a3 — a2 — (1/x)

300z
(100 — 22)5/2

1+ 322

3(x + 23)2/3



16.

17.
18.
19.
20.
21.
22.
23.

24.
25.

26.
27.

28.
29.
30.
31.

da(x? + 1) +

3.5.33.

4233582, 6027 +722°+182° +
2,/1+ (2 + 1)2L

—6
5 — dz)/((2z +

2\/(ar2 +1)2+ 1+ (22 +1)2 1)%(z — 3)%)

5(z + 8)4

—3(4 — 2)?

6x(x? +5)2
—122(6 — 22%)?
242%(1 — 423)73
5+5/x°

—8(4x — 1)(22° —
r+3)7°
1/(x+1)2

3(8z — 2)/(4x* —
2z + 1)?

—3z% + 5z —1
62(22—4)3+6(32>+
1)(2z — 4)?

2w —1)?

4z /(z® +1)2

(22 —6247)/(x—3)?
—5/(3z — 4)*

3.5.34.
3.5.35.

3.5.36.
3.5.37.
3.5.38.
3.5.39.

3.5.40.

4.1.1.

4.1.2.

4.1.3.
4.1.4.

4.1.11.
4.3.1.

1/(2(2 + 3x)%)
5628 + 7225 +
110z* + 10023 +
6022 + 282 + 6

y = 232/96 — 29/96
y=3-—2z/3
y = 13z/2 —23/2
y=2x—11
20 + 2v/5
Yy=—F—=2c+
5vV4+ /5
3v5
5V4+ /5
2nm — w/2, any
integer n
nm £ /6, any inte-
ger n

(V2+6)/4
—(1+v3)/(1~
V3)=2+3
t=m/2

5



.2. 7/2 4.5.8.
.3. 3/4 4.5.9.
4. 1 4.5.10.
5. —V/2/2 4.5.11.
.6. 7
.7. 2
1. sin(vz) cos(va)/vz FO1%
2. %—i—ﬁcesx
Ccos T 4.5.13.
1.3, —
sin® @ 4.5.14.
4 (2z +1)sinz — (2% + x) cos
. sin?r  4.5.15.
—sinxzcosx
.5, ——
1 =sin"a 4.5.16.
.1. cos’x —sin?z
' . 4.5.17.
.2. — sin z cos(cos x)
2 4.5.18.
3 tanx 4+ xsec“ x
o)y, ——————
2vVztanz 461
4 sec? (1 +sinz) — tanzcosa
) ke 4 £ O
(1+Sinx)2 . 0.4.
5. —cSscl o 4.6.3
.6. —cscxcotx
.7. 327 sin(232%) + 4.6.4.
462" cos(2327) 4.6.5.

0

—6 cos(cos(6x)) sin(6z)

sin@/(cosf + 1)?
5t* cos(6t) —

6t° sin(6t)
3t%(sin(3t) +

t cos(3t))/ cos(2t) +
2t? sin(3t) sin(2t)/ cos?
nm/2, any integer n

7/2 + nn, any inte-
ger n

V3z/2 + 3/4 —
V3r/6

83z +4 —8V31/3
3V3z/2 — V3 /4
7/6 + 2nw, 57/6 +
2nm, any integer n
z/y

—(2z +y)/ (= +2y)

. (Qxy — 33;2 _

y?)/(2zy —3y* —a?)

sin(z) sin(y)/(cos(x) co

—Vy/Vzx



. 7.

. 8.
.9.
11.
12.

13.

14.
15.

16.

1.
2.
3.

- (ysec™(x/y) —

y*)/(xsec?(z/y) +
y°)

(y — cos(x +
y))/(cos(z +y) —z)
—y? /2

1

y=2xr=+6
y=x/2+3
(V3,2V3),
(—V3,-2v3),
(2v/3,V3),

(—2V/3, —V3)
y="Tz/V3-8/V3
y = (—5’z +
yi/gxl +
) fay
(y—y1)/(x—21) =
(223 + 2197 —
1)/ (247 + 2y127 +
Y1)

0

1

1/6



28.
29.
30.
31.
32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.

. min at z =1/2

1/2

-1/2
does not exist
00

y=1and y=—1

. min at x = —1,

max at t =1

. max at x = 2, min

at x =14

min at z = +1,
max at x = 0.
min at x =1
none

none

5.1.8.

5.1.9.
5.1.10.
5.1.11.
5.1.12.
5.1.15.

5.2.1.

5.2.2.

5.2.3.

5.2.4.

5.2.5.
5.2.6.
5.2.7.
5.2.8.

5.2.9.
5.2.10.

min at ¢ = 77 /12 +
km, max at x =
—7/12 + km, for
integer k.

none
local max at x =5
local min at x = 49
local min at x =0
one

min at x = 1/2
min at z = —1,
max at x =1

max at * = 2, min
atx =4

min at z = +1,
max at x = 0.

min at x =1

none

none

min at ¢ = 77 /12 +
km, max at x =
—7/12 + km, for
integer k.

none

max at x = 0, min
at x = +11



11.

13.

14.

15.

.5.

.9.
10.
11.

min at x = —3/2,
neither at x =0
min at nm, max at
/2 +nw

min at 2n7, max at
2n+ 7w

min at 7/2 + 2nm,
max at 3w/2 + 2nm

. min at z = 1/2

. min at x = —1,

max at xr =1

. max at x = 2, min

at x =4

. min at x = £1,

max at x = 0.

min at x = 1

. none
.7.
. min at x = 7w /12 +

none

nmw, max at r =
—7/12 + nx, for
integer n.

max at x = 63/64
max at x =7

max at —5_1/4, min
at 5—1/4

5.3.12.
5.3.13.

5.3.14.
5.3.15.
5.3.16.
5.3.17.

5.3.18.

5.4.1.

5.4.2.

5.4.3.

5.4.4.

5.4.5.

none

max at —1, min at
1

min at 271/3

none

min at nw

max at nm, min at
/2 + nw

max at 7/2 + 2nm,
min at 37/2 + 2nw

concave up every-
where

concave up when

x < 0, concave
down when x > 0
concave down when
x < 3, concave up
when =z > 3

concave up when
r < —1/V3 or
x > 1/V/3, con-
cave down when
~1/V3 <z <
1/V3

concave up when
x < 0orax>2/3



10.

11.

12.

concave down when
0<z<2/3

. concave up when

r < 0, concave
down when > 0

. concave up when

r< —lorx>1,
concave down when
-1 <z <O0or
O<x<1

. concave down on

((8n — 1) /4, (8n +
3)m/4), concave
up on ((8n +
3)m/4, (8n+T)m/4),
for integer n

. concave down ev-

erywhere

concave up on
(=00, (21 —
V/497)/4) and
(21 + V/497) /4, 00)
concave up on
(0,00)

concave down

on (2nm/3,(2n +
1)mw/3)

5.4.13.

5.4.14.

5.4.15.

5.4.16.

5.4.17.

5.4.18.

5.4.19.

6.1.1.

6.1.2.
6.1.3.

6.1.4.

concave up on
(0,00)

concave up on
(=00, —1) and
(0,00)

concave down ev-
erywhere

concave up every-
where

concave up on
(/4 + nm,3m/4 +
nm)

inflection

points at nm,

tarcsin(1/2/3) +

nm
up/incr: (3, 00),
up/decr: (—o0,0),
(2,3), down/decr:
(0,2)

max at (2,5), min
at (0,1)

25 x 25

P/4 x P/4
w=1=25h=
523 hjw =1/2



&

V100 x /100 x
2100, h/s = 2
w=1=23y/3
h = V1/3/22/3,
hjw=1/2

7. 1250 square feet

10.
11.
12.
13.
14.

15.
16.
17.

18.

19.

20.

. 12/8 square feet

$5000
100

T2

h/r =2

h/r =2

r =5, h=40/x,
h/r=8/m

8/m

4/27

Go direct from A to

RS

a) 2, (b) 7/2

X

+ =X

ol%
N

1
4

claels

(a) a/6, (b) (a+b—

Va2 —ab+b2)/6

—

6.1.21.

6.1.22.

6.1.23.

6.1.24.

6.1.25.
6.1.26.
6.1.27.

6.1.28.

6.1.29.

1.5 meters wide by
1.25 meters tall

If £ < 2/7 the
ratio is (2 — km)/4;
if K > 2/, the
ratio is zero: the
window should be
semicircular with
no rectangular part.

a/b

w = 2r/V3, h =
2v2r/V/3
1/V/3 ~ 58%

18 x 18 x 36

r = 5/(27r)1/3 ~
2.7 cm,
h=5-253/71/3 =
4r ~ 10.8 cm



30.

31.

32.
33.
34.

The ratio of the vol-
ume of the sphere

to the volume of the
cone is 1033/4096 +

33/4096V17 ~
0.2854, so the cone
occupies approxi-
mately 28.54% of
the sphere.

P should be
at distance
e/a/(a+ b)

from charge A.
1/2
$7000

There is a crit-
ical point when
sin 91/’01 =

sin 02 /vy, and the
second derivative is
positive, so there is
a minimum at the
critical point.

. 1/(167) cm/s
. 3/(10007) me-

ters/second

. 1/4m/s

6.2.4.
6.2.5.

6.2.6.
6.2.7.
6.2.8.
6.2.9.
6.2.10.
6.2.11.
6.2.12.

6.2.13.
6.2.14.

6.2.15.

6.2.16.

6.2.17.

6.2.18.
6.2.19.

6.2.20.
6.2.21.

—6/25 m/s

807 mi/min

3V5 ft/s

20/(3m) cm/s
13/20 ft /s
5v10/2 m/s
75/64 m/min
1457/72 m/s
257/144 m/min
TV/2/36 ft3 /s
tip: 6 ft/s, length:
5/2 ft/s

tip: 20/11 m/s,
length: 9/11 m/s

380/v/3 — 150 ~
69.4 mph

500/v/3 — 200
88.7 km/hr

18 m/s
136V/475/19 =~ 156
km /hr

—50 m/s

68 m/s

Q



22.

23.
24.
25.

. 2.
.3.
.4.

3800/v/329 ~ 210 6.4.1. Ay =65/16, dy = 2

km/hr 6.4.2. Ay = +/11/10 — 1,
820//329 + 150v/57/V/AT ~ 2107re/0:05
4000/49 m/s 6.4.3. Ay = sin(w/50),

(a) z = acosf — dy = /50
asinfcot(d + B) = 6.4.4. dV =8n/25
asin B/ sin(0 + B), (c) ©6BI9 crx/d/2

. x3 = 1475773162 6.5.2. c=+vV18—-2
2.15 6.5.6. 2°/3 + 472%/2 —
3.36 S5+ k

2.19 or 1.26 6.5.7. —cos(2z)/2+k



B

Useful Formulas

Algebra

Remember that the common algebraic operations have prec
dences relative to each other: for example, multiplication
and division take precedence over addition and subtrac-
tion, but are “tied” with each other. In the case of ties,
work left to right. This means, for example, that 1/2z
means (1/2)z: do the division, then the multiplication in



left to right order. It sometimes is a good idea to use more
parentheses than strictly necessary, for clarity, but it is
also a bad idea to use too many parentheses.

Completing the square: z2+bx+c = (v + 3)2 — % +c.

+ b

Quadratic formula: the roots of az?+bz+c are — 5
(

Exponent rules:

ab caf = ab+c
b
a _
el ab c
ac
(ab)c — abc

a'’t = Ya

Geometry

Circle: circumference = 27r, area = 7r2.
Sphere: vol = 4773 /3, surface area = 47r?.

Cylinder: vol = mr2h, lateral area = 27rh, total surfac
2nrh + 2702,
Cone: vol = 7r2h/3, lateral area = V12 + h2, total s
7r7"\/r2+—h2 + 2.
Analytic geometry
Point-slope formula for straight line through the point



Circle with radius r centered at (h,k): (x —h)? + (y —
k)? =12,

2 2
Ellipse with axes on the z-axis and y-axis: — + z2 =
1.
Trigonometry

sin(f) = opposite/hypotenuse
cos(#) = adjacent /hypotenuse

tan(f) = opposite/adjacent

sec(f) =1/ cos(9)
csc(6) = 1/ sin(0)
cot(6) = 1/ tan(0)
tan() = sin(6)/ cos(6)
cot(6) = cos(8)/ sin(9)
sin(f) = cos (% 0)
cos(f) = sin (5 — 0)

(
sin(f + w) = —sin(6)
cos(8 + m) = — cos(0)

Law of cosines: a® = b% + ¢? — 2bccos A

. a
Law of sines: — = — =



Sine of sum of angles: sin(x+y) = sin x cos y+cos x sin y
Sine of double angle: sin(2z) = 2sinx cos z

Sine of difference of angles: sin(z — y) = sinxz cosy —
cosrsiny

Cosine of sum of angles: cos(z + y) = cosxzcosy —
sin x sin y

Cosine of double angle: cos(2z) = cos?x — sinz =
2cos’z —1=1—2sin’z

Cosine of difference of angles: cos(xz—y) = cosx cosy+
sin x sin y

t t
Tangent of sum of angles: tan(z+y) = M
—tanz tany

sin?(0) and cos?(f) formulas:
sin?(0) + cos?(0) = 1
tan?(0) 4 1 = sec?(#)

sin2(9) = 1 — cos(26)
2
cos?(6) = 1+ cos(26)

2



Index

A B

bounded function,
‘indexpage:116’
absolute extremum,

‘indexpage: 233’ C
algebraic precedence,
‘indexpage: 333’
i1 page: 148’
asymptote, ;I;(’i chord, ‘indexpage:61’
expage:37, circle
‘indexpage:225’ area, ‘indexpage:335’

chain rule, ‘index-



circumference, ‘index-

page:335’
equation of, ‘in-
dexpage:33’,

‘indexpage: 335’
unit, ‘indexpage:33’
completing the square,
‘indexpage: 334’
composition of functions,
‘indexpage:48’,
‘indexpage:97’,
‘indexpage: 148’
concave down, ‘index-
page:222’
concave up, ‘index-
page:221’
cone
lateral area, ‘index-—
page:335’
surface area, ‘index-—
page:335’
volume, ‘indexpage:335’
continuous, ‘index-
page:118’
cosines
law of, ‘indexpage:336’
critical value, ‘index-
page: 206’
cylinder
lateral area, ‘index-
page:335’
surface area, ‘index-
page:335’
volume, ‘indexpage:335’

D

dependent variable,
‘indexpage:40’
derivative, ‘indexpage:67’
dot notation, ‘index-
page:267’
Leibniz notation,
‘indexpage: 106’
difference quotient,
‘indexpage: 61’
differentiable, ‘index-
page:119’
differential, ‘index-
page:299’
domain, ‘indexpage:37’
dot notation, ‘index-
page:267’

E

ellipse
equation of, ‘index-
page:335’
Extreme Value Theorem,
‘indexpage:237’

F

Fermat’s Theorem,
‘indexpage:206’
function, ‘indexpage:35’
bounded, ‘index-
page:116’



differentiable, ‘index-
page:119’

implicit, ‘indexpage:182’

linear, ‘indexpage:35’
unbounded, ‘index-
page:118’
function composition,
‘indexpage:48’
Fundamental Theorem of
Algebra, ‘index-
page:214’

G

global extremum,
‘indexpage:233’

greatest integer, ‘index-
page:213’

I

implicit differentiation,
‘indexpage:182’
implicit function,
‘indexpage:182’
independent variable,
‘indexpage: 40’
inflection point, ‘index-—
page:223’
Intermediate Value Theo-

rem, ‘indexpage:120’

L

L’Hopital’s Rule,
‘indexpage:197’

lateral area of a cone,
‘indexpage:264’

law of cosines, ‘index-
page: 336’

law of sines, ‘index-
page: 336’

Leibniz notation,
‘indexpage: 106’

limit, ‘indexpage:85’

limit at infinity, ‘index-
page:196’

linear approximation,
‘indexpage:296’

linearity of the derivative,
‘indexpage:132’

local extremum, ‘index-

page:204’

local maximum, ‘index-
page:204’

local minimum, ‘index-
page:204’

M

Mean Value Theorem,
‘indexpage: 305’

o

one sided limit, ‘index-
page:100’

optimization, ‘index-
page:231’



P

physicists, ‘indexpage:267’
point-slope formula,
‘indexpage:335’
power function, ‘index-
page:126’
power rule, ‘index-—
page:126’
precedence
of algebraic operations,
‘indexpage:333’
product rule, ‘in-
dexpage:137’,
‘indexpage:139’
generalized, ‘index-
page:142’

Q

quadratic formula,
‘indexpage: 334’
quotient rule, ‘index-

page:142’

R

radian measure, ‘index-
page:162’

rational function,
‘indexpage: 147’

related rates, ‘index-
page:266’

Rolle’s Theorem,
‘indexpage:304’

S

sines
law of, ‘indexpage:336’
sphere
surface area, ‘index-
page:335’

volume, ‘indexpage:335’
squeeze theorem,
‘indexpage:171’
subtend, ‘indexpage:163’
sum rule, ‘indexpage:134’

T

tangent line, ‘index-
page:62’
transcendental function,
‘indexpage: 162’
triangle inequality,
‘indexpage: 92’
trigonometric identities,
‘indexpage:336’

U

unbounded function,
‘indexpage:118’
unit circle, ‘indexpage:33’

\ %4

velocity, ‘indexpage:76’



w

witch of Agnesi, ‘index-
page:147’
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